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Insulin-Mimetic Vanadium Comp1exesl
Complexos de Vanádio Miméticos da Insulina

KATHERINE H. THOMPSON, JOHN H. MCNEILL AND CHRIS ORVIG*
MEDICINAL INORGANIC CHEMISTRY GROUP, DEPARTMENT OF CHEMISTRY AND FACULTY OF PHARMACEUTICAL SCIENCES,
UNIVERSITY OF BRITISH COLUMBIA,VANCOUVER, BC, V6T 1Z1, CANADA
`BASED ON A PLENARY LECTURE DELIVERED BY C.O. AT THE XV ENCONTRO NACIONAL DA SOCIEDADE PORTUGUESA DE QUÍMICA, 22-25 MAY 1996; PORTO, PORTUGAL.

Synthetic design of effective biological mimics
requires consideration of thermodynamic and
hydrolytic stability, kinetics of
complexation/decomplexation, hydrophobic/lipophilic
balance, and cell membrane permeability. In the field
of medicinal inorganic chemistry, recently developed
chelated vanadium complexes illustrate these design
principles. In this review, studies undertaken to
characterize synthetic inorganic mimics of the
hormone, insuline are described in detail.
Development and testing of one candidate
compound, bis(maltolato)oxovanadium(IV) (BMOV),
shows how the requesite biological properties for an
orally available insulin mimic were included in its
chemical synthesis and design.

No pleaneamento da síntese de compostos bio-
miméticos, há vários factores a considerar corn vista à
sua eficiência, nomeadamente os respeitantes à
estabilidade termodinâmica e hidrolítica, à cinética de
complexaçãop/descomplexação, ao balanço
hidrofóbico/lipofílico e à permeabilidade da membrana
celular. Estes princípios são bem evidenciados, no
domínio da química inorgânica aplicada à medicina,
pelos recém-desenvolvidos complexos de quelatos de
vanádio. No presente artigo de revisão são
detalhadamente descritos estudos de caracterização de
compostos inorgânicos bio-miméticos da hormona
insulina. O desenvolvimento e os ensaios levados a cabo
com um composto candidato, bis(maltolato) de
oxovanádio(IV) (BMOV), vem demonstrar como as
propriedades biológicas que são requeridas a um
composto bio-mimético de insulina a ser administrado
por via oral, podem ser tomadas em conta no processo
de síntese química do mesmo.

M edicinal inorganic chemistry has an ancient
history but only a very modern science.
Inorganic drugs can be categorized into two

areas: diagnostic and therapeutic drugs. Two examples
of diagnostic drugs incorporating metals are: the SSmTc,
67Ga, or lnln radiopharmaceuticals, which incorporate
radioactive metal nuclei; and the magnetic resonance
imaging contrast agents, which utilize the characteristic
paramagnetic shift of water molecules bound to a para-
magnetic metal ion (e.g., Gd, Dy). For both classes of
compounds, a chelating ligand is required to help direct
the complex to a site of activity. Therapeutic radiophar-
maceuticals can take advantage of the characteristic
emission of an a- or G3-emitting radionuclide incorpora-
ted into a metal complex, wherein a ligand is required
to direct the metal complex to a specific site.

This paper focuses on chemotherapeutic metal
complexes, those which take advantage of the characte-

ristic chemistry of a particular metal ion (in this case,
vanadium). There has been a lot of activity in recent
years in the research and development of metal
compounds as anti-tumor agents, anti-bacterial
compounds, and anti-viral compounds, as well as for
treatment of rheumatoid arthritis. Cisplatin (crs-diammi-
nedichloroplatinum(II)), a therapeutic drug, has been
used in the treatment of cancer for close to twenty
years, particularly for testicular and ovarian cancers.
(Cisplatin can also be considered a prototypical inorga-
nic drug because it contains not one carbon atom,
making it truly an inorganic compound!)

To design metal complexes which can be reliably
transported to a biological area of interest, both the
characteristics of the metal and of the ligand(s) in the
metal complex must be considered. Many of the rele-
vant metal ions; e.g., gadolinium, technetium, platinum
or gold, are not essential metal ions and therefore there
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is no biological mechanism by which these metal ions
are actively transported. Since biology is not used to
handling them, the biological system may just excrete
the metal ions. In order to develop a system to transport
a metal ion to its active site, one must consider the
biological membrane, which protects the inner
contents and the cytoplasm of the cell from the outer
contents (water), and which is really a lipid bilayer. In
the case of a biologically essential metal ion, there may
be an active transport mechanism, such as the ATPase-
dependent transport of sodium out of the cell against a
gradient, or of potassium into the cell against a gradi-
ent. Besides active transport mechanisms, there may
also be facilitated transport mechanisms, such as exist
for Fe(III) and Cu(II). Various metal ions which are
essential are transported by specific molecules. In the
case of Fe(III), siderophores are responsible for trans-
porting Fe into a cell (1). However, a lot of the metal
ions do not have this kind of specific mechanism like
the sodium-potassium ATPase or the siderophores for
iron, therefore, a better, and/or simpler, system must be
designed for metal complexes to get into the cell by a
`thief mechanism,' i.e., to slip into the cell by passive
diffusion. The characteristic properties of the metal
complex will allow it to slip through the biological
membrane to become available for intracellular proces-
ses. Whether the passive diffusion process involves a
loss of ligands or binding to an active site is unknown,
but from the point of view of complex design for
passive diffusion, the ligands should not be too cumber-
some or highly charged.

Some characteristic potential ligand properties for
passive diffusion which should be considered in the
compound design are as follows. First, metal comple-
xes, where the ligand is bound to the metal, should have
a high thermodynamic stability (not necessarily the
highest) because the metal complex may stay together
until it gets to an active site and then fall apart to deliver
the metal, but it needs to be controlled to deliver the
metal to the active site. A compound should have a very
high thermodynamic stability if the metal complex itself
has activity. Second, the metal ligand binding should be
hydrolytically stable. The metals used in our research
group (indium, gallium, aluminum, add; vanadium,
lanthanides, technetium and rhenium) are all hydrolysis
metals, which undergo hydrolysis, particularly in a
biological system, if the metal ligand binding constants
are not high enough (2). Third, the kinetics of comple-
xation should be considered. If a chelating agent is
developed to remove a metal or to deliver a metal to an
active site, then the kinetics with which the metal ion
undergoes ligation chemistry are going to be of primary
importance. Fourth, the molecular weight of the metal
complex is critical because passive diffusion, in many
cases, requires metal complexes of a relatively low
molecular weight. Hand-in-hand with this is the charge
on the metal complex, in order to balance the lipophili-
city or fatty-soluble nature of the complex with the

hydrophilicity or water-soluble nature of the complex,
where the complexes are of neutral charge. Compounds
of low molecular weight with neutral charge and some
water solubility are soluble in almost any medium, and
may slip through biological membranes by passive diffu-
sion. Lastly, depending on the nature of the project,
ligand functionalization should be considered. A biolo-
gically directing portion of the molecule such as a
steroid, which can bind to tumors in breast cancer, may
be used to functionalize the ligand in order to biologi-
cally direct the complex.

Over the years (since about the 1960's) a variety of
in vitro studies have shown that vanadium has many
different insulin-like actions (for review, see (3,4,5).
Some examples, from a variety of isolated studies,
include stimulated transport of hexose sugars in both rat
fat cells and skeletal muscle cells, lipogenesis in rat fat
cells, and glucose oxidation in muscle and fat cells.
Most studies have used added vanadate (vana-
dium(V)), but some have also examined the effects of
vanadyl (vanadium(IV)). These are all activities which
are quite characteristic of insulin and suggested to one
of us (J. H. McNeill) in the early 1980's that there should
be closer specific examination of the insulin-like actions
of vanadium, in vivo as well as in vitro (6).

Three classes of vanadium compounds have been
studied for their insulin mimetic effect. These comprise
1) inorganic vanadate (VO 4 3-) and vanadyl (VO2+), 2)
combinations of vanadate and hydrogen peroxide,
called peroxovanadates, and 3) chelated vanadyl
complexes. It is interesting to note that in France, in
1899, oral sodium vanadate was reported to have an
insulin-like effect in two of three diabetic patients, as
shown by lower concentrations of glucose in their urine
(7). However, the real pioneering work was done by
McNeill and co-workers who showed, in the streptozoto-
cin (STZ)-diabetic rat model, that sodium vanadate
actually had insulin-like effects by lowering blood
glucose without raising blood insulin levels (6). Posner
et al. (another Canadian group, at McGill University in
Montreal) have recently examined combinations of
sodium vanadate and hydrogen peroxide, the peroxova-
nadates, and have shown that these also have a number
of very potent insulin mimetic effects (8). The third cate-
gory, the chelated vanadyl complexes, are a more
recent development (9). In these three categories (the
vanadates, the peroxovanadates and the vanadyl
complexes) a whole variety of different compounds
have been tried. McNeill et al. proposed a compound,
Naglivan, which has a cysteine backbone with an octyl
group attached (10). In addition, a variety of
bis(ligand)vanadyl complexes have been reported by
Sakurai and co-workers (11) and dihydroxamate
vanadyl complexes have been developed by Shechter et

al. (12). Yale et al. have prepared a number of discrete
vanadium(V)peroxo compounds with one or two pero-
xides bound and one organic ligand, usually with a -1 or
-2 charge (13).
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The candidate list of properties identified above
can be applied to the design and preparation of a
simple compound: bis(maltolato)oxovanadium(IV),
abbreviated BMOV.

ÇH3

The development of this compound shows quite nicely
how the biological properties that need to be incorpora-
ted into a complex were included in its chemical
synthesis and design. The ligand is maltol, which is very
attractive from two major standpoints. Maltol can be
used to make neutral metal complexes with appropriate
metal ions because it is a bidentate ligand with one ioni-
zable proton. Neutral metal complexes, (for instance,
with aluminum) can be made water soluble and
neutrally charged with great oral bioavailability. This is
presumably because of the ring oxygen. By changing
the complex to a pyridinone (wherein a nitrogen repla-
ces the ring O) the water solubility decreases. BMOV
can be prepared on a large scale (up to 0.5 kg) simply
by combining vanadyl sulphate with maltol at roughly
neutral pH, to give a 95% yield, quite pure (14). Some
properties of interest include its solubility in water and
in organic solvents, and its low molecular weight. With a
molecular weight of 317, BMOV is soluble (mM scale) in
a fair number of organic solvents and water (15). It has
one unpaired electron, characteristic of the vanadyl
unit, and a fairly high V=O stretching frequency in the
infrared spectrum (995 cm -1 ), suggesting that there is no
ligand (or a weakly bound solvent) in the sixth position.
The crystal structure of the compound (Figure 1) shows
that the two ligands are oriented trans to one another
(15). The vanadium is out of the plane of the four chela-
ting oxygens by about 0.70 A and the V=O bond length
is 1.61 A (15).

The characterization was consistent with the theo-
retical structure of the compound, so the question then
became did BMOV have the desired insulin mimetic
properties? For this, an experimental model of diabetes
in the rat was used. In this model, rats are given an injec-
tion of STZ, an antibiotic that specifically attacks the
insulin secreting (3-cells in the pancreas in a dose
responsive fashion. This results in greatly reduced insu-
lin secretory capacity of the rat pancreas and hence the
development of diabetic characteristics (reduced insu-
lin levels, elevated levels of glucose in blood and urine).
A typical experiment examining insulin mimesis invol-
ved dividing the animals into four groups: i) control rats

that are not diabetic and are not given the vanadium
complex in drinking water; ii) control treated rats that
are not diabetic but are given BMOV in the drinking
water; iii) diabetic animals that are STZ-diabetic but are
not given the metal complex and iv) diabetic treated
rats that are given the metal complex in their drinking
water. The dependent factor is the oral activity because
insulin itself is not orally bioavailable and must be taken
by injection.

Plasma glucose levels of about 5-7 mM for both the
control animals and the control treated animals (5-7
millimolar is average for a rat, and also for a human)
were significantly lower than those for the diabetic rats,
whose plasma glucose levels were 2-3 times higher than
the control levels (16). (Some variation is inherent in
this model, because the more diabetic an animal beco-
mes, the less it weighs). However, within one week follo-
wing BMOV administration, the diabetic treated animals
showed a dramatic drop in plasma glucose levels. The
plasma glucose levels for the treated diabetic animals
were higher than for the control rats, on average, but
BMOV had a stark glucose-lowering effect. Data taken
from the same animals over the same time period (-1/2
year study) showed that control animals had plasma
insulin levels up to about 401.1U/ml in plasma (17). Both
the diabetic and the diabetic treated animals had
plasma insulin levels that were much lower. The fact
that the diabetic, as well as the diabetic treated animals
both had low levels demonstrated that, in the diabetic
treated animals, production of insulin was not stimula-
ted by the vanadium complex. Possibly, glucose was
being handled by some mechanism other than insulin
production. Surprisingly, the control treated animals
had plasma insulin levels significantly lower than the
control untreated animals. These were not diabetic

Figure 1 — ORTEP diagram of BMOV (VO(ma) 2)
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animals but they were taking the vanadium complex in
their drinking water. Since insulin is secreted in
response to a glucose challenge, the vanadium complex
was clearly acting as an insulin mimic. In both intraperi-
toneal (i.p.) and oral studies (18, 19), a titration of
plasma glucose in STZ-diabetic rats vs. the dose of
BMOV or vanadyl sulphate, showed that plasma glucose
levels were lowered to <9 mM by a dose of BMOV that
was approximately 2-3 times less than the dose required
of vanadyl sulphate, allowing us to come to the conclu-
sion that BMOV is 2-3 times more potent as an insulin
mimic than is vanadyl sulphate.

Having established that BMOV is an oral insulin
mimic (at least in STZ-diabetic rats) some characteristic
chemistry of the metal ion was next elaborated. First, we
determined that the stability constants for the binding of
1 and 2 maltols to vanadyl were relatively high; the step-
wise constants were log K i = 8.80, and log K 2 = 7.51
respectively, to make the bis(ligand) complex, giving an
overall log Rz of 16.31- quite a stable complex. (At pH 2,
the mono(ligand) complex is already forming - hence
the necessity for spectrophotometric determination of
the first stability constant (15)) At a pH of 7.4, (the pH in
blood plasma) the complex is completely formed;
however, one interesting question is raised by the speci-
ation data. The stomach has a pH of 2-3, depending on
its contents (20). At pH 2-3, most of the vanadium is in
the form of a mono(ligand) complex and very little
(-20%) is in the form of a bis-ligand complex.

Since at pH 2-3 the bis-ligand complex does not
predominate, is it necessary to administer the intact
complex to see glucose lowering? To answer this ques-
tion, an experiment was done in STZ-diabetic rats using
gavage administration of a single oral dose, followed by
monitoring the plasma glucose as a function of time
after administration. This is a fairly simple screen that is
used to avoid the great expense involved in long term,
chronic screens for different complexes. Eight different
experiments in STZ-diabetic rats using a variety of
combinations of vanadyl, maltol, complex or no
complex were tried (15). Only three different groups of
experiments showed plasma glucose lowering after
administration of the one gavage dose of BMOV to the
animals. All three involved intact BMOV being adminis-
tered. Of these three, one was BMOV only, another was
BMOV followed by maltol, the third was maltol followed
by BMOV. Several of the other experiments involved
administration of vanadyl followed by maltol, maltol
followed by vanadyl, vanadyl alone, maltol alone, no
vanadyl or maltol. In these cases there was no glucose
lowering. It was only when the intact complex was
administered that glucose lowering was seen, suggesting
that even at pH 3, there was enough of the intact
complex to achieve the desired biological activity (15).

A fundamental tenet of vanadium chemistry in
aqueous solution is lower pH favours vanadyl (vana-
dium(IV)oxo, as in BMOV), whereas higher pH favours
vanadate, vanadium(V) (21). Clearly redox chemistry

between the vanadium(IV) and vanadium(V) oxidation
states are going to be of fundamental importance in
elucidating the mechanism of action of BMOV. It is
known (21) that the standard reduction potential of
vanadium(V) to vanadium(IV) falls dramatically as a
function of pH. When a methanol/chloroform solution
of BMOV is exposed to air, the 8 line pattern (1=7/2, V)
falls off dramatically over a period of several days. It is
fairly slow but an oxidation of BMOV to a vanadium(V)
species does take place (22). In methanol, or in any
alcoholic solvent, BMOV oxidizes to form a
vanadium(V) alkoxobis(maltolato)oxo complex,
VO(OR)(ma) z (Scheme 1) (22). The crystal structure
(Figure 2) of the oxomethoxobis(maltolato) complex
shows a six-coordinate vanadium(V) centre with two
maltol ligands oriented in a cis fashion and V=O and
VOMe in a cis fashion as well. It has a distorted octahe-
dral geometry around the vanadium. The oxidation
kinetics in methanol are a function of both complex
and molecular oxygen concentrations (22). It is a
straightforward reaction between BMOV and molecular
oxygen in a 4 : 1 ratio to give the vanadium(V) species,
consistent with the fact that BMOV undergoes a 1-elec-
tron oxidation and O z is a 4-electron oxidant. The obser-
ved rate constant is directly proportional to the molecu-
lar oxygen concentration, consistent with this stoichio-
metry and the overall rate at 25 °C. It is relatively slow,
taking several days for the EPR spectrum to fall off: in
the range 0.31 M i sec i at 25 °C (22).

In water a similar oxidation was observed, except
the oxidation of BMOV is now to a cis-dioxo anion
[VO,(ma).,] - and the observed rate constant for the
oxidation has the characteristic S-shape one expects to
see for a pH dependent oxidation (due to the fact that
molecular oxygen interacts with a vanadium(IV)

C13

Figure 2 — ORTEP diagram of cis-[VO(OCH 3)(ma),]
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Scheme 1

bis(ligand)aquo species and a vanadium(IV)
bis(ligand)hydroxo species) (22). The pKa for the
bound water is 7.2, and this provides two pathways: an
aquo pathway and a hydroxo pathway, both giving the
cis-dioxo anion. The aquo pathway was considerably
slower (0.08M - Is-1 at 25 °C) than the hydroxo pathway
(0.39 M-1s-1 at 25 °C) and both were relatively slow,
appropriate to the situation in which experimental
animals are drinking continually in a chronic (long-
time) experiment. Since the solutions are changed every
48 hours there must be still a fair amount of
vanadium(IV) complex available despite the oxidation.

The cis-dioxo anion was prepared separately from
genuine vanadium(V) starting materials (e.g., ammo-
nium metavanadate) and maltol, resulting in the forma-
tion of various salts of this dioxo anion, such as
NH I [VO9 (ma).,] (15). This reaction can also be used to
make the potassium or sodium salts; both are easy to
prepare in fairly high yield. The crystal structure (15) of
the vanadium(V) complex, K[VO.,(ma),] H 20, is a little
more complicated than the other vanadium(V) and
vanadium(IV) species (Figure 3) because the stoichio-
metry of one potassium cation to one vanadate anion to
one water forms an infinite chain. The vanadium center
is in the middle of a distorted octahedron. There are two
maltolate ligands cis to one another; the two V=O are cis
to one another and are bonded to potassium atoms.

We have studied the variable pH electrochemistry,
comparing both BMOV, the genuine vanadium(IV)
material, and the cis dioxoanion [VO,(ma),] , the genu-
ine vanadium(V) material (15). The variable pH electro-
chemistry indeed shows a genuine conversion between
these two species, but it is only reversible at a pH of
about 3 (15). There is a reversible cyclic voltammogram
at a potential of about 0.45 volts vs. the Ag/AgCI elec-
trode.

What about this oxidation? What about administe-
ring solutions to animals whose stomachs are at pH 3? In
a series of experiments, the effect of administering a

biologically compatible reductant, in this case ascor-
bate, with BMOV was investigated, to see if the presence
of a reducing agent would increase glucose lowering or
assist the glucose lowering by keeping more of the vana-
dium as vanadium(IV) (15). Comparing the administra-
tions of ascorbate, BMOV plus ascorbic acid, and ascor-
bic acid plus BMOV, it was observed that after about 25
minutes the glucose lowering was not statistically diffe-
rent whether or not ascorbate was added to the BMOV.
Thus, adding a biologically compatible reductant did
not increase the glucose lowering of BMOV, suggesting
again that even at the stomach pH of about 3, there is
enough of the intact bis(ligand)vanadyl complex to
provide the necessary glucose lowering (15).

cl

Figure 3 — ORTEP diagram of K[VO.,(ma),]• H.,O
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To summarize, we can prepare biologically rele-
vant vanadium complexes from vanadyl or vanadate to
give the vanadium(IV) or vanadium(V) materials
(Scheme 1). The vanadium(IV) BMOV will undergo an
02-dependent oxidation to vanadium(V) [VO2 (ma).,] - .
Substitution reactions of BMOV showed that O., must
bind for the oxidation to take place. With pyridine or
imidazole in the sixth position on BMOV, the six-coordi-
nate vanadium(IV) species undergoes oxidation in alco-
hols much more slowly than BMOV itself (Scheme 1). In
addition to the methoxo species, ethoxo and isopro-
poxo vanadium(V) complexes can also be prepared,
and all these alkoxo species undergo trans esterification
reactions (Scheme 1). Dissolving the methoxo complex
in ethanol results in formation of the ethoxo complex in
100%) yield. Varying the pH conditions (very critically)
yields a dimeric vanadium(V)monooxo-bridged analo-
gue [p-O- [VO(ma).,] 9 ] in which there are two vana-
dium(V) centers bridged by one oxygen (Scheme 1);
however, this is only isolable in the pH range 3 - 4 and
only in a mixture of alcohols with water. An interesting
observation is that [VO 9 (ma).,] - undergoes esterification
to one of the vanadium(V) esters, [VO(OR)(ma) 2], by
dissolving in alcohol (ROH), and these revert to the cis-
dioxo anion when dissolved in water. This chemistry is
analogous to carbon, with carboxylates, esters and even
acid anhydrides (23).

Where does the vanadium localize in the rat? The
vanadium content of vanadium-treated STZ-diabetic and
non-diabetic rats, has been determined by many groups
by graphite furnace atomic absorption spectrophoto-
metry (GFAAS) (24). Some were treated with vanadyl,
some with vanadate, and some with BMOV. Several
factors have become immediately obvious: first, the
plasma levels are all between 10 and 15 pM, suggesting
that this is the approximate range necessary for an insu-
lin mimetic effect. Second, the biological `sink' for vana-
dium is the bone. The highest levels for vanadium in
any of these animals were in bone of animals treated
with BMOV. Vanadium accumulation in the entire bone
structure of the rat, based on a concentration of 26.4
pg/g wet weight of tissue (17), is approximately 2 mg of
elemental vanadium. Third, the kidney is clearly a target
organ for supplemental vanadium. Accumulation in
kidney seems appropriate since absorbed vanadium is
excreted in the urine, via the kidneys (25). Elevated
levels in the liver most likely reflect endogenous excre-
tion of absorbed vanadium via the bile. (Of course this
summary is incomplete, because, for instance, it does
not take into account the duration of treatment.)

To gain a more accurate picture of vanadium's
tissue distribution and curve of disappearance following
an acute administration, a collaborative project was
undertaken with Tom Ruth and Stephan Zeisler at
TRIUMF on the UBC campus (26). A new preparation of
48V was developed to investigate biolocalization of
vanadium (27). 48V has a 16 day half-life, and is a high
energy gamma emitter with about 50% high energy

gamma and 50% positron emission. This is a very diffi-
cult isotope to work with because of its emission profile;
however, we could successfully achieve the desired
preparation by bombardment of titanium with protons,
for a radiochemical yield of about 1 Ci mg -1 (26). This
new synthesis was required since all the syntheses in the
literature pertained to vanadyl chloride, but we needed
vanadyl sulphate in order to compare vanadyl sulphate
with BMOV, both administered orally. Experiments
undertaken involved oral or intraperitoneal (i.p.) admi-
nistration of 48V in a carrier-added form. From these
studies, the absorption of vanadium from an oral dose
of 48V-BMOV was determined to be almost twice as high
as from 48V-vanadyl sulphate; and bio-localization
between the two compounds differed (27). Compart-
mental analysis of the results showed that the propor-
tion of vanadium taken up by liver following BMOV
treatment was almost 4 times higher than with VOSO 4

treatment, whereas that taken up by kidney was less
than 50% higher, and that by bone (at 24 hours) was
almost 3 times higher. The ratio of vanadium predicted
by the model in bone:kidney:liver was 8:3:2 for BMOV
and 6:4:1 for VOSO 4 . The increase in uptake averaged
over liver, kidney and bone was 2.7 times higher with
BMOV compared with VOSO 4 . Taking into account total
tissue weight, the principal uptake of '8V from an oral
dose of BMOV vs. VOSO i was into bone (8.62% vs. 2.99%
administered close, AD), blood (3.55% vs. 2.73% AD),
muscle (1.14% vs. 0.67% AD), liver (0.82% vs. 0.21% AD),
and kidney (0.23% vs. 0.17% AD), based on model-
predicted compartmental masses at 24 hours following
gavage (27).

Overall, after 24 hours, giving the same dose of
vanadium as BMOV results in about 2-3 times the
amount of vanadium in the tissues as does vanadyl
sulphate. This correlates well with previous evidence
that BMOV was 2-3 times as effective in lowering blood
glucose in vivo (16). These two results suggest that
BMOV is 2-3 times as effective as vanadyl sulphate
because of improved intestinal absorption and tissue
uptake. Another kinetic parameter of interest, turnover
times, also showed that BMOV differs substantially from
VOSO 4 . Turnover times for vanadium were shortest in
blood, and the longest in bone, with intermediate times
for liver, kidney and testes. Residence times in blood
were 7 minutes for BMOV and 5 minutes for VOSO 4 ; in
bone, residence times of 31 days for BMOV and 11 days
for VOSO 1 were calculated from model simulations (27).

What are the logical next steps in the research? Of
major importance is to learn more about the mecha-
nism of action of this vanadium complex. The insulin
receptor is a trans membrane protein (28) and the first
step of insulin stimulated lipogenesis or glucose oxida-
tion is insulin binding to the insulin receptor which
changes its structure on the inside and starts autophos-
phorylating (29). Vanadium interferes with autophos-
phorylation reactions because vanadate is a very good
phosphate analogue. Vanadate interacts with protein
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tyrosine phosphorylation and dephosphorylation both
inside and outside the nucleus, and thereby inhibits or
stimulates a variety of intracellular signals (30).
Unfortunately, in trying to deduce the mechanism of
action, there are a whole variety of sites at which vana-
dium could interact. The intracellular environment is
quite reducing and the consensus is that intracellular
vanadium exists as vanadium(IV) and extracellular
vanadium is vanadium(V). Recent evidence suggests
that vanadyl may be acting to stimulate a cytosolic
protein tyrosine kinase, distinct from the usual insulin
receptor mechanism, and also unlike vanadate's mecha-
nism of action (31).

We have looked at a number of other compounds,
some of which are close analogues of BMOV. Kojic acid
is commercially available, as is maltol. Instead of
having a methyl group at the 2 position on the ring,
kojic acid has a hydroxymethyl at the 5 position. We
have prepared VO(ka)., (which is slightly less water
soluble than BMOV) and have compared its biological
activity with BMOV. BMOV, when administered orally
or intraperitoneally, results in a better, sustained
decline in plasma glucose us. VO(ka)., (32). (Vanadyl
sulphate and [V0 9 (ma) 2 1 - were equally ineffective). In
a chronic oral study (six weeks in duration), comparing
BMOV and VO(ka) 2 , BMOV lowered blood glucose into
the normal (5-7mM) range within a couple of weeks of
commencement, whereas VO(ka) 2 was considerably
less effective (32).

° 
° °NIv✓°^^

HO^O^ , °^°

VO(ka)2

In conclusion, substantial evidence exists that the
oral absorption of vanadium can be improved by selec-
ting the right chelating ligand. In this case it is the malto-
lato ligand which aids the absorption of vanadium. The
efficacy of the chelated vanadium compound is increa-
sed compared to the inorganic salt, VOSO 4 . BMOV,
bis(maltolato)oxovanadium(IV), is also very stable. We
have taken a look at the reaction chemistry, which we
have been able to elucidate over the years, and it does
undergo aerobic oxidation; however, it is clear from
combining the coordination chemistry studies and the
biological studies that there is enough intact BMOV in
the stomach even at pH 2 - 3 for sufficient activity. The
vanadium(V) analogue, [V0 2 (ma) 2 ] - has no effect.
BMOV decreased insulin secretion in the control
animals suggesting that there is an alternative mecha-
nism for glucose lowering, and that, if not a substitute
for insulin, BMOV may be a good adjuvant for insulin.
What happens to BMOV post-absorption is still
unknown; however, from the biodistribution study, the

vanadium appears to be ultimately redistributed in a
somewhat different pattern from that of vanadyl
sulphate, with longer turnover times in a variety of
organs. The vanadium which is administered as BMOV
is redistributed (possibly via transferrin) but further
experiments are required. Finally, BMOV clearly is a
promising candidate for the oral treatment of diabetes.
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Chemical Reaction Engineering:
views and opportunities
Engenharia da Reacção Química:
perspectivas e oportunidades

ALÍRIO E. RODRIGUES
LABORATORY OF SEPARATION AND REACTION ENGINEERING, FACULTY OF ENGINEERING, UNIVERSITY OF PORTO - 4099 PORTO CODEX, PORTUGAL

This review addresses four topics. The first deals

with the "particle-level problem" in reactor

modelling. Transport processes and reaction in

catalyst particles are analysed in some detail namely

the importance of intraparticle convection in large-

pore catalysts for isothermal and non-isothermal

situations. The second topic discusses modelling of

fixed-bed catalytic reactors with large-pore

catalysts, which can be relevant in selective

oxidations and steam-reforming processes. The third

part illustrates our methodology for studying

chemical reactors in various areas of CRE. Two

experimental studies are presented: the Merox

process for sweetening of gasoline and wastewater

denitrification in a biofilm reactor. Finally we discuss

the coupling of separation and reaction processes

and in particular the case of simulated moving bed

adsorptive reactors (SMBAR) for sucrose inversion

and glucose/frutose separation.

Este artigo de revisão foca quatro temas. O primeiro tem
a ver com o problema ao nível da partícula em reactores
modelo. Os processos de transporte e reacção em
partículas de catalizado são analisados com algum
detalhe, nomeadamente é analisada a importância da
convecção ultra-partículas em catalizadores de poros
largos em situação isotérmica e não isotérmica.
O segundo tema refere-se à discussão da modelação de
reactores catalíticos de leito fixo com catalizadores de
poros largos, que podem ser relevantes em oxidações
selectivas e processos de "steam-reforming".
A terceira parte ilustra a nossa metodologia para o
estudo dos reactores químicos em várias áreas do
"OCRE". São apresentados os dois estudos experimentais:
os processos Merox para o "sweeting" da gasolina e a
desnitração das águas de despejo num reactor de
biofilme. Finalmente é discutido o acoplamento dos
processos de separação e reacção e em particular o caso
da simulação de reactores de absorção de leito móvel
(SMBAR) para a inversão da sacarose e separação da
glucose/frutose.

Introduction

evenspiel says in the Third P.V.Danckwerts

Memorial Lecture [ 1 ] that "the raison d'être of

hemical engineering is to search for and the crea-

tion and development of new processes to make materi-

als wanted by man". Chemical Reaction Engineering

(CRE) has greatly contributed to that goal and, although

"engineers know little about the roots of their profes-

sion" [2], one should mention two reference points in

the history of CRE corresponding to different philoso-

phies and approaches of CRE: 1947 - Hougen and

Watson published "Chemical Process Principles, Part 3 -

Kinetics and Catalysis" [3] and 1957 - First Symposium

on CRE, Amsterdam [4] .

CRE is today a well recognized discipline. It builts

a common structure of reaction systems, organizing

knowledge in a systematized way. Nevertheless, the

application of the strategy of CRE to a particular indus-

trial process should be used with care since every

process is unique [5, 6]. CRE methodology permeates

through various areas of knowledge such as biochemi-

cal engineering, environmental engineering, fabrica-

tion of electronic devices, polymer engineering, hidro-

logy, etc. This shows the strength of CRE and at the

same time carries some danger, according to pessimis-

tic views, of breakage of a well organized body of

knowledge into pieces. Knowledge about reaction

engineering was accumulated and refined based on

work of many researchers [7] carried out in "laborato-

ries in the cellars where kinetic results were said to be

catalysed by cigarette smoke" [8] or in sophisticated

laboratories with computer-controlled experiments

(we are not following here Danckwerts' comment

"Computers, those killers of creative thinking, had not

been developed at that time" [8] although one should

try to extract a positive message from such point of

view).
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The particle-level problem

The analysis of transport and reaction in catalyst
pellets usually considers diffusion as the only mecha-
nism for mass transfer inside particles. However, in
some cases large-pore catalysts are used (e.g., selective
oxidations) and then intraparticle convection should be
taken into consideration. The importance of intraparti-
cle convection on the catalyst effectiveness factor has
been discussed by Nir and Pismen [9] for isothermal
catalysts and first order irreversible reactions. The analy-
sis was later extended to the case of sequential reacti-
ons by Nir [10], Cresswell [11] and Rodrigues et a!. [12]

to zero-order reactions. However, the problem was
tackled many years ago by Hawtin and Murdoch [ 13] in
an experimental paper related with the air oxidation of
large tubes of graphite.

Isothermal catalysts. Let me review the main result
obtained by Nir and Pismen for isothermal catalysts.
Model equations in dimensionless form are shown in
Table I for a slab catalyst of thickness 2 , where f=c/cs

and x=z/2 / are the reduced fluid phase concentration
inside the catalyst pores and the reduced space coordi-
nate, respectively.

Table I - Diffusion, reaction and convection in isothermal catalysts

(slab geometry; first order irreversible reaction)

Model Equations

Steady-state mass balance for reactant species:

zd'f 2^
	

df
 -44.2f=O

dx2	 - dx

Boundary conditions:

x-0 , f=1 and x=l , f=1

Model Parameters:

Thiele modulus

Mass intraparticle Peclet number

Figure 1 - Effectiveness factor of a slab isothermal catalyst for first order

reaction, diffusion and convection, rldc as a function of Thiele modulus,

0, for various values of mass intraparticle Peclet numbers, X m .

Measurement of effective diffusivity using passive

tracers. There are other aspects to be looked at when
dealing with intraparticle convection in large-pore
supports. One is related with the measurement of effec-
tive diffusivities by using chromatographic techniques.
Experiments are usually carried out in fixed-beds, either
"wide-body" or "single pellet string reactor" (SPSR) [14].
A pulse of tracer is injected and the concentration signal
measured at two different points in the system. The
effective diffusivity is obtained via a system model.
became interested in this problem when analyzing
some results obtained by Ahn [15] at the Université de
Technologie de Compiegne. Fie found that the "appa-
rent" effective diffusivity increases with flowrate. The
experimental conditions used are reported in Table II
and results are shown in Figure 2 . It happens that I had
read the paper by Nir and Pismen so I suggested that
intraparticle convection could be a possible explana-
tion of those results [16].

^5 = /	 k(TJ /De

=v„ / /De

The effectiveness factor of the catalyst is defined as
the ratio between observed reaction rate and reaction
rate at surface conditions, i.e.,rIdc <9 (c)>/ 9i (c s) and
so:

rldc [1/r 1 - 1/r2 ]/[coth r 1 -coth r2 ]

where r 1 , r2=[7<,m± V 7,,m 2 + 4052 ] /2. In the limiting case of
no convection (Á.m=0) we recover the effectiveness
factor of slab catlalyst for the reaction/diffusion
problem,i.e., rl d=[tanh Os1/0s . Figure 1 shows the effecti-
veness factor ride as a function of the Thiele modulus Os
and the mass intraparticle Peclet number %, m . The
message which comes out from the theoretical analysis
is that in the intermediate regime there is an enhance-
ment of the catalyst effectiveness due to intraparticle
convection.

pe cm/s

3 •10 2

Re 10 2

Figure 2 - Apparent effective diffusivity, De as a function of Reynolds

number , Re.
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Table H - Experimental conditions used by Ahn [15] for the measure-

ment of effective diffusivities by chromatographic technique

Reactor:

Length

Diameter

Porosity

Tracer : Hydrogen

Carrier gas : air

Temperature : 293 K

Catalyst:

Rhone Poulenc BM329 (vanadium and phosphorus oxydes stabi-

lized by copper for partial oxidation of butene to maleic anhydride).

Particle diameter 	 dp=0.45 cm

Solid density	 ps 2.84 g/cm3

Apparent density 	 pã 1.31 g/cm 3

Specific surface area	 SBEr=4.3 m 2/g

Pore volume	 Vp,,fe-0.41 cm 3/g

Particle porosity 	 ep-0.537

Pore diameter	 dean 104 A

The analysis of chromatographic experiments
carried out with inert, passive or nonadsorbable, nonre-
active tracers with a model which includes only an
"apparent" effective diffusivity be (which in fact disgui-
ses diffusion and convection), leads to an "apparent"
effective diffusivity which changes with flowrate. In fact,
D e is related with the "true" effective diffusivity D e

(which comes out from a model which includes both
diffusion and convection of the tracer inside pores) by
the relationship: b e = D e/f(km) where f(X m) =(3/A.m )
[1/tanh Xe -1/km ]. This result can be obtained by just
considering particle models regardless the type of
equipment used [17]. At low flowrates and so low km
we have be =De ; at high flowrates (high km) , be =De Xm
13=v0 / /3 and convection dominates. The consequences
of using be instead of D e on reactor design can be now
easily understood. In summary: for a passive tracer
D e/D c=1/f(Xm). This result is the key to understand
Perfusion Chromatography, a process patented by
PerSeptive Biosystems [ 18] for the separation of proteins
using permeable particles [19] and illustrates cross ferti-
lization between Reaction and Separation Engineering.

A difficulty still remains regarding the estimation
of the intraparticle convective velocity vo used for the
calculation of the parameter X. The simplest way is
to write the equality of pressure drop across the parti-
cle and along the bed, i.e., Ap/2i = AP/L ; using
Ergun's equation for the bed pressure drop,
AP/L=au 0+bu 02 and Darcy's law for the pressure drop
across the particle, i.e., Ap/2 = µv0/B where B is the
permeability of the catalyst we get v o as a function of
the superficial velocity in the bed u 0 . Figure 2 compa-
res model and experimental results. Similar observati-
ons were made by Cheng [20, 21] working with a-
alumina particles.

Reactive tracer. When the tracer is reactive follo-
wing first order reaction, model equivalence between
steady-state models including "apparent" diffusivity and
reaction (Model I) and "true" diffusivity, convection and
reaction (Model II), leads to r] d = ride or

tanh 0s _. JA.z m +44)25 {cosh -g k2 m +4025 - coshkm}/2025
1I	

sinh ` ^  +402s

Figure 3 shows D o/b = 05/05 as a function of 0, and km .
The situation is noW more complex. The interesting
point is that in the case of absence of reaction, i. e., 0 s —>
O we obtain the result already known for inert tracers. In
fact an asymptotic development of both sides of the

previous equation leads to d =1 ss and ride= I X 
s 

[1/tanh A and thus from we get SD[ m -1/7 i„] rid = ride g DQ/De
= f (%,m).

Nonisothermal catalysts. Let us now look at the
effect of intraparticle convection on the effectiveness
factor of non-isothermal catalysts. The classical appro-
ach involving mass diffusion, heat conduction and reac-
tion finds its roots on the work of Damkohler [22]. He
looked at the steady-state equality between heat genera-
ted by reaction and heat removed by conduction arri-
ving at the Damkohler equation T-TS [(-AH)D e/7,,e] (cS

c). The maximum temperature inside the pellet is

Tmax Ts (1 + (3) where 13=(-AH)D e cs/A.eTs is the Prater
thermicity factor.

When convection is included such simple analysis
is not so easy since it requires the use of numerical
methods for solving the model equations shown in
Table III. For gas/solid catalytic reactions we expect
(3 = 10-5-101 , ys =5- 30 and Xt, /x,„=10-3- 10'

0/

^	 100

DQ

Figure 3 — 	  as a function of mass intraparticle Peclet numbers, X m f

for various values of Thiele modulus, $, for reactive tracers.

L=30 cm

d=2.12 cm

E =0.676
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Table 111 -Diffusion/Conduction,Convection and Reaction in

Nonisothermal Catalysts (slab geometry, first order exothermic reaction)

Model Equations

Steady-state mass balance for reactant species:

d f dt 2 	 -4 rlo 2
 eXpf-7 (1/T* -1 )l f =0

dx2 
	

dx

Energy balance

(VT*

dx2 
9 ^ 

dT*
 `1 0s2 11 expf-yç(1/T* -1)1 f =0

Boundary conditions:

x=0 , 1=1 ,T *= 1

x=2 , 1=1, T*=1

Model parameters are: Thiele modulus, Os 11k(Ts)/De ;
mass intraparticle Peclet number, Am =v o /D e ;
Arrhenius number, yti E/RT s ; Prater thermicity factor [3=
(-AH)Dec s/AeTs ; and Heat intraparticle Peclet number
Xh=v0 / /[k/p fc pt]. The numerical solution of model
equations enables us to calculate concentration and
temperature profiles inside the catalyst, which are now
asymetric, as well as catalyst effectiveness factors
(Figure 4) and the maximum temperature inside the
catalyst [17, 23-25]. Some refinements are still open
concerning: i) the stability analysis for the convection
/diffusion/reaction problem; ii) "complete" solution of
the nonisothermal problem including the momentum
equation [26]; iii) measurement of permeabilities of
catalysts; and iv) extension to membrane-type reactors.

Figure 4 - Effectiveness factor of a nonisothermal catalyst. Effect of X m .

Fixed-bed catalytic reactors with large-pore
catalysts

The effect of intraparticle convection on the fixed-
bed behavior was studied both for steady-state and tran-
sient regimes.The reaction chosen was the oxidation of
o-xylene to produce phthalic anhydride. Three models
were compared: pseudohomogeneous (PH), heteroge-
neous diffusion (HT d) and heterogeneous diffusion/
convection model (HTdC).

The first goal was to construct runaway diagrams by
using these models. Using the "maxima curve" method, it
is interesting to notice that two maxima appear in the
curve of the partial pressure of solute in the bulk Pb as a
function of the bulk temperature Tb for the hot spot
conditions when the HTdC model is used (Figure 5); this
is not the case when dealing with pseudohomogeneous
or HTd models. Alternatively we looked at the method of
isoclines although the generalized sensitivity functions
[27] seems to be the most convenient. The runaway
diagram is displayed in Figure 6.

Figure 5 - "Maxima-curve" for HTd,, model.

Several comments should be made: i) in the low
temperature region there is a difference between the PH
model and HT models due to the inclusion of film resis-
tances in HT models; ii) above 600 K the PH leads to
more conservative results (lower region of stable opera-
tion; iii) predictions by the HT dC model are those of the
HTd model in the limits of low temperature and high
temperature; iv) in the intermediate region the stable
region is lower for thr HTdc model.

The transient behavior (response of a clean bed to
a step function in concentration at the inlet ) for HT„
model was also addressed [28]. The temperature wave
travels much faster than the concentration wave. Until
the normalized time t*=1 the bed is about the feed
temperature whilst the steep concentration profiles
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Figure 6 - Runaway diagram for the selective oxidation of o-xylene: PH,

HT, and HTdC models.

travel along the bed. This part of the numerical solution
is the one which takes the big share of the total compu-
ting time; however, it is just a short real time compared
with the time needed to reach the final steady-state
(t*=2500). At time t*=1 the concentration profile corres-
ponds to the isothermal situation (the bed is at T o). The
idea coming to mind is to say that the initial condition is
that corresponding to the "isothermal" profile of
concentration; this strategy reduces the computing time.
Moreover, this is most appropriate for control purposes.
All this work needed numerical methods such as collo-
cation on finite elements or moving finite element
method [29].

Comments on model parameters. Some conside-
rations about modeling should be made. The first is
about model parameters. Ideally we would like to have
independent measurements of all parameters! We have
already seen how sophisticated can be the analysis of
a chromatographic experiment to get the effective
diffusivity. Other parameters are often estimated from
correlations. How reliable are they? Heat transfer coef-
ficients, film mass transfer coefficients, etc. are obtai-
ned from a given set of experiments but are model
dependent.

Let us look at experiments done in a fixed bed heat
exchanger of a-alumina particles (d p=3.1 cm) through
which air at ambient temperature is flowing. Bed wall is
heated at constant temperature. Temperature measure-
ments are made at various axial and radial positions in
the bed [30]. Now we are going to analyse the results
with the unidimensional pseudohomogeneous model so
we will get a bed-to-wall heat transfer coefficient  hw
Gc pf (d t/4z) ln[(TwT„)/(TwTz) where T is the average
temperature over the cross section at the axial position
z. If we plot hw as a function of d/dp at different particle
Reynolds numbers Rep (Figure 7) we find a maximum in
the curves around the ratio d t/dp 5 to 6! This is about
the value used in multitubular reactors. This maximum
was also found by Wellauer et al.[ 31].

Figure 7 - Bed-to-wall heat transfer coefficient, h w as a function of did p

for various Reynolds number, Rep .

If we analyse the same results with the bidimensio-
nal pseudohomogeneous model described by the
model equations presented below:

aT 	aZT 1 ai Gc 	  kP az er ( ar2 + r ar
T(z° ,r) = T° (r),

aT 0

ar
ker 

aT 
= aw (TwT^

ar

we have now two parameters: the radial bed thermal con-
ductivity ker and the fluid-to-wall heat transfer coefficient

au,. Model equivalence will suggest that h= 	a +  kt 

w er

Now let's look at some data (Figures 8 a,b). All
profiles were considered simultaneously for a given
Reynolds number in view of the estimation technique.
We finally got for d t /d =17.47 the correlations a w

(W/m 2 .C)=aw° + a Re with a=0.438 and aw°=7.153 and
ker (W/m.C) =k er° + b Re p with b=2.413x10 -3 and
ker°=0.139. When collecting and using heat transfer
correlations, one should know in which models they
were based. Only a few authors looked at angular varia-
tions of temperature at a given z and r (Cresswell [32]).
This fact explains why we can only get heat transfer
coefficients with 30% confidence range. Nevertheless,
the angular-smoothed radial temperature profiles look
nice. I am convinced that detailed analysis of this ques-
tion should be done before we start the discussion on
"heat transfer coefficients changing under reaction
conditions ".

As far as film mass transfer coefficients are concer-
ned it has been recognized that surface roughness
affects film mass transfer. Van Vliet and Young [33]

z=zo ,0<r<R

z> z0, r=0

r=R

Rev. Port. Quito. 4 (1997) 15



(10

l)

70 

1,25
0,75
0,f0
0, ZS  

x--^
30	

1^¢^ : 1 13
-

•I,0 	0

(a )

1,0 
r/R,

RSH + 1/4 02 - 1/2 RSSR + 1/2 H2O

Rep s 346	 The sequence of reaction steps is:

RSH(org .phase) +NaOH - NaSR (aq.phase) + H 2O

NaSR + 1/4 02+1/2 H 20 —> NaOH + 1/2 RSSR
(aq.phase)	 (aq.phase) (insoluble in the aq.phase)

(6)

^(m)

I,tS
0,75
o, •o

\^	 , o.zs

on cobalt phthalocyanine supported in activated
carbon. The process was developed by UOP in 1959 for
gasoline sweetening (Merox process). The overall reac-
tion is:

Figure 8 — Radial temperature profiles at various bed axial positions.

a) Rep= 113; b) Rep= 346

(000 experimental; --- bidimensional model).

suggest that the fractal dimension of the rough profile is
the parameter required to characterize rough surfaces.
They looked at smooth particles (polymeric adsorbents;
fractal dimension D=1.I) and rough particles (activated
carbon; D=1.35). The message to be retained is that film
mass transfer coefficients in rough surfaces can be one
order of magnitude higher than those for smooth surfa-
ces.

Some final comments should be made at this
point: i) development on modeling and simulation of
catalytic reactors depends strongly on progress on
numerical techniques and computers (Sargent [34]); ii)
there is a conflict between sophisticated or detailed
models used for learning and control purposes; iii) the
last objective requires reduced models; iv) large-pore
catalysts can contribute to energy savings since one
needs lower temperatures than in the case of catalysts
with no convection; v) new concepts are permeating
the reaction engineering field (fractal, percolation,
network pore models [35-37]) helping in the understan-
ding of physical phenomena (mass transfer, coking); vi)
new CFD tools are becoming popular in understanding
reactor fluid dynamics [38]; vii) axial dispersed models
and boundary conditions are being reconsidered [39];
viii) recently available dynamic simulators such as
gPROMS [40] move the effort to the engineering side
instead of spending much time in programming and
numerical techniques.

Laboratory studies of reaction processes

Gasoline sweetening. The methodology of CRE is
going to be illustrated with cases already studied in our
laboratory. The first is an example of an industrial
process which operates at moderate pressure (6 atm)
and mild temperature (38° C) used to convert mercap-
tans from gasoline into disulphides by oxidation with air
in the presence of caustic solution. The catalyst is based

Typical operating conditions of a Merox process
are: reactor volume 20 m3 , gasoline flowrate 600 ton/day
with mercaptans concentration in the feed of 290 ppm,
excess oxygen of 120-200% above the stoichiometric air
(13.4 N m 3/h), caustic soda flowrate 30 I/h. The process
runs at 38° C and 6 Kg/cm 2 with a space time of 30 min.
The amount of catalyst is 25 Kg. The impregnation of the
activated carbon with the catalyst is made in situ. A
solvent (methanol or ammonia) passes through a
catalyst pot and the solution goes through the fixed bed
of activated carbon.

Several objectives were aimed to be achieved with
this study [41-44]: i) to obtain the basic experimental
information for understanding the impregnation step; ii)
to simulate the impregnation as it is actually carried out
in industry; iii) to study the kinetics of n-butylmercaptan
oxidation and heavier mercaptans in presence of
Merox catalyst alone, activated carbon alone and
supported catalyst; iv) to simulate the industrial reactor.

First of all we measured adsorption equilibrium 
isotherms  for the system Merox in methanol/activated
carbon. The results are shown in Figure 9 and were
fitted with the Toth equation q=Qc/(b+cM) 181 . The next
step was to obtain the intraparticle effective diffusivity.
A fixed bed experiment in a small column (10 cm long,
lD=1.1 cm, space time 30 s) was carried out and a
breakthrough curve was obtained and fitted by a pore-
diffusion model (axial dispersion and film mass transfer
were also included). Since the stoichiometric time is
tyt=T(1+) and the capacity factor =3800 we get t=1900
min! Finally a value for the pore diffusivity was found
DPI 1.7x10 -6cm2/s and checked by CSTR experiments.
Now we can simulate the industrial impregnation with
the operating conditions: c 0=85 mg/1 (Merox concentra-
tion in methanol), pa 270 g/I, E p= 0.85, 1=25.6 min. The
model includes axial dispersion for the bulk fluid phase,
external diffusion, pore diffusion and adsorption in the
particles. Model parameters are: Pe=1900 , N d =1.74,
N =478, =429. What can we learn from the model solu-
tion? Figure 10 shows the average adsorbed concentra-
tion q (x,t) as a function of the reduced distance x
along the bed. Only 10% of the bed contains the Merox
catalyst. However, we should be aware that the activa-
ted carbon is also a catalyst.
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the fixed-bed reactor was carried out. Model equations
were solved either by collocation method (PDECOL
package) or by the numerical method of characteristics.
The operating conditions of the industrial reactor are :
T=38° C, P=6 atm, gasoline flowrate =10 m 3/h, sodium
hydroxide =10 I/h , mercaptans concentration =290
ppm, excess oxygen 125%, particle diameter d=1.1 mm,
mass of activated carbon =840 kg, mass of Merox = 4.5
kg, reactor length L=4.27 m and Reactor diameter

d=1.22 m.
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Figure 9 — Adsorption equilibrium isotherm, q versus c, for the system

Merox in methanol/activated carbon.

Figure 10 — Simulation of the industrial impregnation of activated

carbon with Merox in methanol: axial profiles of the average adsorbed

concentration of Merox.

Then we looked at the kinetics of mercaptans
oxidation in a laboratory reactor Buchi BEP 280. The
main results are:

a) with Merox catalyst alone: The reaction was
found to be first order relative to mercaptan species and
the activation energy of 25.8 Kcal/mole. In the range 2 to
9 atm the reaction is zero order relative to oxygen.

b) with activated carbon alone: The reaction was
found to be 2nd order relative to mercaptan species and
zero order relative to oxygen in the range 4 to 9 atm.
The activation energy was found to be 19.4 kcal/mole.

c) with supported catalyst: The idea was to predict
the activity of a supported catalyst (5.4 mg of Merox per
gram of activated carbon) from the knowledge of the
isolated kinetics for Merox alone and carbon alone
according to 9i=kmMXMcm + kmc (1-XM)cm2

The fitting is good with k mc=2.58 x10-2 m6 kg c; s
tmol -1 and kmM=5.95 m3 kgcat t s t but k mM had to be chan-
ged. In the experiment reported in the Figure 11 the
Thiele modulus is 32.7 at t=0 and 20.2 at 168 min so the
process is diffusion limited.

On the basis of the kinetic information also obtai-
ned for heavier mercaptans and gasoline, simulation of   

1     

Figure 11 — Kinetics of n-butyl mercaptan oxidation in a supported

catalyst.

The laboratory study of the Merox process opened
several possibilities of further research, namely: i) mode-
ling and experimental investigation of catalyst impreg-
nation; ii) kinetics of catalytic reactions on bidisperse
catalysts, e.g., the synthesis of MTBE catalysed by
macroreticular ion exchange resins on H' form [45]; iii)
the development of computer-controlled experiments
for kinetic studies, e.g., vanillin production from kraft
lignin [46].

Biofilm reactors. The second problem I want to
discuss comes from the area of biofilm reactors: waste-
water denitrification in a biological fluidized-bed reac-
tor [47,48]. Experiments were carried out using either
sand or activated carbon particles as support for the
biomass. The methodology for the study of a catalytic
reactor still applies to bioreactors. We first looked at
biomass growth in a batch reactor (Figure 12). In a rota-
ting disk biofilm reactor (CSTR) we grew biofilms of
different thicknesses. Biofilm density decreases when
biofilm thickness increases and the rate of reaction for
each biofilm was measured (Figure 13). A simple
model, developed some years ago for biofilm reactors of
CSTR type, was tested. The model is based on the
analogy between a catalyst particle and a biofilm [49].
For a zero order reaction it is shown that the reactor
efficiency (conversion) is E = N r (biofilm working in

kinetic-controlled regime) or E=-\I a(a+2) biofilm

working in diffusion-controlled regime) where N r is the
number of reaction units and a = N INd .
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/0)(1+-Vsf*2/8). In the previous results S=D 1 /D2 and
s=k 1 /k2.

Concentration profiles along the reactor were
measured for species 1 (nitrates) and species 2 (nitrites)
and pseudo steady-state operation. The reactor model is
a simple one: in fact from tracer experiments it was
observed that Peclet number is around 150 and thus
plug flow was assumed. Typical profiles are shown in
Figures 14 and 15 for the cases of sand and activated
carbon supports, respectively.

Figure 12 — Biomass growth in a batch reactor.

Figure 13 — Observed reaction rate r„ in a rotating disk bioreactor as a

function of nitrate concentration, N in the solution.

Now we can look at the biological fluidized bed
reactor which is 3 m high and d 3.6 cm. Biofilm grows
around particles.With sand particles (d p=400 pm) those
with thicker biofilms go to the top of the bed and there
is bed stratification. With activated carbon particles as
support the bed is homogeneous with regard to biofilm
thickness. The consecutive reactions are both zero-order

K K.,
NO. NO - N2. Three cases can be considered:

i) the biofilm is fully penetrated by the nitrate and nitrite

species; ii) the biofilm is partially penetrated by the
nitrate alone; iii) the biofilm is partially penetrated by
nitrate and nitrite. The reaction/diffusion analysis of the
biofilm leads to the following results: i) When 411<-\Phe
effectiveness factors for the consumption of nitrates
r1 i =] and the effectiveness factor for the net removal of
nitrites is r1,,=1; ii) for ^ ^[2< 4 1 < (11+Aisf*2/8) then

q i =\I2 /0, and 4,=1 since f t =0 at x*=1-V2 /41 1 ; and iii) For

01 >,j(1+'jsf*.,/S) we get rit= V ` /4 1 and r12=(V ° /0t)

(1+ -Vsf* 2/8) where f 1 =0 at x* and f 2=0 at x'=1- (NIT

Figure 14 — Axial profiles of nitrate and nitrite species in a fluidized bed

biological reactor for wastewater denitrification with sand as a support.

6 Z (,N1")

Figure 15 — Axial profiles of nitrate and nitrite species in a fluidized bed

biological reactor for wastewater denitrification with activated carbon

as a support.

Some points arise from this project: i) The fact that
biofilm density changes with biofilm thickness can
probably carry some analogy with catalysts with nonuni-
form activity profile and should be investigated further;
ii) Further knowledge about the internal structure of the
biofilm is needed which requires the use of microsen-
sors; iii) Competing fermentation reaction of molasses
which influences pH and so denitrification should be
carefully analysed; iv) Unsteady-state modeling of
biofilm reactors is of paramount importance [50].
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The idea of coupling reaction and separation in a
single unit has been tested recently in our laboratory
using the Simulated Moving Bed (SMB) technology
(UOP). We used the SMB pilot plant with 12 columns
packed with ion exchange resin in calcium form (Figure
16). The feed was a stream of sucrose solution with
invertase enzyme. The reaction products are frutose and
glucose which can be separated with the adsorbent
resin. Results were recently presented at the "Process
Intensification" conference [56].

Separation and reaction processes
in a single unit

The last topic I want to address briefly is the
coupling of adsorption and reaction in chemical engine-
ering. This is an area which has been encountered by
people working on adsorption with the objective of
increasing the useful operation time of a fixed-bed
column [51, 52]; it has also been of interest to reaction
engineering people involved with reversible reactions as
a way of achieving conversions higher than those obtai-
ned under equilibrium [53].

A nice example of adsorptive reactor is the carbon
mask [54]. A fixed bed of activated carbon impregnated
with a metal salt is used to convert toxic gases. The
solute is nonlinearly adsorbed on the carbon whilst the
reaction takes place in the adsorbed phase. Model equa-
tions include film mass transfer resistances in the fluid
and inside particles; the mass balances for the solute A
and the impregnant M are:

u^ az +
s at +k`a (c-c*)=0

Pb a
M =

- cal (q , M)

aq  
= k a c-c * - 9ì	 M — k a	 9^Pe at 	(	 )	 (q, ) Pb p (q * q)	 (q,M)

(q,M)= k p b2q M	 (kinetic law of reaction)

q*= Q KLc*/(1+KL c*) (adsorption equilibrium
isotherm)

t= 0	 z > O	 c=q=c *=q *=0 , M=M.
Figure 16 -Simulated Moving Bed laboratory unit at the LSRE.

Z=O t > O	 C=Co  

where c is the solute concentration in the fluid phase, q
is the solute concentration in the adsorbed phase, M is
the impregnant concentration, c* and q* are the solute
concentrations in equilibrium at the interface, k is the
kinetic constant, k v and k p are the film mass transfer
coefficients in the film and in the particle, respectively.
The important information here is the breakthrough
time.

This problem of practical interest is quite different
from the one in which the solute is adsorbed in the
support and at the same time reacts on the active sites
of the catalytic species. The main point to be retained is
that the breakthrough time increases relatively to the
case of adsorption alone provided that the adsorption
equilibrium isotherm is nonlinear.

On the other hand one can look at problems from
the reaction engineering side as it is the case of chroma-
tographic reactors. There is obviously the incentive to
achieve conversions higher than the equilibrium ones
but also the possibility of process intensification by
doing in a piece of equipment what is actually done in a
reactor and an adsorber separately [55].

Conclusion

Chemical engineering is faced today with many
problems common to a changing world. Chemical
industry is highly diversified with large-scale processes
for the production of bulk chemicals and small-scale
processes for the production of specialty chemicals.

Energy savings can nevertheless be achieved
when: i) the reaction either consumes (steam-refor-
ming) or produces (partial oxidation of hydrocarbons)
large amounts of heat, ii) the feedstock represents an
important amount of energy and iii) there are equili-
brium restrictions .

These developments can be achieved through new
reactor technologies, the design of new catalysts and
new ideas combining separation and reaction. One
example is the exhaust converter which uses monoliths
giving a low pressure drop and using low active mate-
rial/volume ratio; other examples are in the area of
cyclic separation /reaction processes as SMBR and
PSAR (pressure swing adsorptive reactors).
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Computers offer new perspectives for modeling
and simulation of chemical reactors involving kinetics,
heat and mass transfer and hydrodynamics information.
Also it helps laboratory work through automated data
acquisition, graphics display , process control and sche-
duling.

New concepts from physics and mathematics are
also permeating the chemical engineering field, e.g.,
fractal and percolation concepts. New experimental
techniques as well as the availability of new sensors
contribute greatly to the understanding of fundamental
phenomena arising in chemical reaction engineering.

Notation

permeability
fluid phase concentration
fluid heat capacity
diameter
fractal dimension
true effective diffusivity
apparent effective diffusivity
activation energy
reduced solute concentration in the fluid phase or
in the particle
mass flow
bed-to-wall heat transfer coefficient
heat of reaction
kinetic constant
radial thermal conductivity
Langmuir constant
bed length
metal concentration
ratio of number of heat transfer units (based on the
wall heat transfer coefficient)
number of film mass transfer units
number of pore diffusion units
number of reaction units
partial pressure of solute
pressure
Peclet number
adsorbed phase concentration
maximum adsorbed phase concentration
ideal gas constant; radius of the reactor
radial coordinate
abcissae in the runaway diagram (dimensionless
adiabatic temperature rise x Arrhenius number)
time
temperature
reduced temperature
normalized radial variable (=r/R) 2

superficial velocity
intersticial velocity
intraparticle convective velocity
reduced spacial coordinate for the particle or fixed
bed
spacial coordinate

Symbols

half thickness of the catalyst
Thiele modulus
time constant
mass intraparticle Peclet number
heat intraparticle Peclet number
effective thermal conductivity
reduced time
effectiveness factor
Prater thermicity factor
Arrhenius number
fluid density
fluid-to-wall heat transfer coefficient
bed porosity
universal parameter for biofilm in diffusional
regime

Subscripts and superscripts

o
w

s
b

*

a
m
h

p
d
c
r

inlet
wall
surface; solid
bulk
apparent
equilibrium conditions
apparent
mass
heat
particle
diffusion
convection
reaction
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Activação do hidrogénio por hidrogenases contendo níquel
Inspiraçao biológica para novos catalizadores organometálicos
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This article reviews very recent results on a novel

heterodinuclear site containing nickel and iron found

in the active site of hydrogenase, a key enzyme in

bioenergetics. These results represent a stimulating

challenge to the researchers involved in Inorganic

Chemistry and Catalysis. Most of the efforts will aim to

the study of novel catalysts and new reaction

possibilities. Model systems should assist on the

development of simple structural models and the

interpretation of activity performances (H 2

production/uptake and H/D exchange).

Abstract

H ydrogen production and uptake are important

topics since dihydrogen is believed to become

the fuel of the future. Since the discovery of the

involvement of nickel in the biocatalysis of the dihy-

drogen molecule, a large attention has been devoted,

from many complementary skills, to the characteriza-

tion of the oxidation states and coordination sphere of

the metal sites in the native and in the substrate reac-

ted states of the hydrogenase enzyme. This multiple

information has been used to hypothesize the mecha-

nism of enzyme action. Different spectroscopic tools

(in certain cases coupled to adequate isotopic metal

substitutions) have contributed to probe the oxidation

states of nickel and to reveal the structural features of

the catalytic site. These spectroscopic techniques

include EPR (and related ENDOR and ESSEM

methods), EXAFS and UV-Visible-IR-Raman in parallel

with oxidation-reduction studies and molecular

biology approaches. Recently, the first tridimensional

structure of a nickel containing hydrogenase was

solved by Volbeda et al. (1). The enzyme has a

complex structure and contains multiple centers. The

analysis supports the previously proposed [Fe-S] clus-

ter arrangement (one tri and two tetranuclear iron-

sulfur clusters located in the small subunit of the

O presente artigo de revisão apresenta estudos
estruturais recentes num novo agregado heterodinuclear
contendo níquel e ferro caracterizado no centro
catalítico da hidrogenase, enzima chave em processos
bioenergéticos. Estes resultados representam um
importante estímulo para investigadores com interesses
em Química Inorgânica e em Catálise em geral. Tal
abordagem pode conduzir à proposta de novos
catalisadores e a sistemas modelo que permitam analisar
os desempenhos reaccionais da enzima (produção e
consumo de hidrogénio e permuta H/D).

enzyme) and introduces a challenge observation: besi-

des the nickel atom, buried in the larger subunit, a

second metal (iron) can be found forming a new hete-

rodinuclear Ni-Fe site. This iron atom is bridged by

cysteine-sulfur atoms to the nickel site and contains

three additional ligands, most probably diatomic mole-

cules - most surprisingly identified as one carbon

monoxide and two cyanide molecules (2-4).

Excellent reviews on spectroscopic studies of

hydrogenases can be found in the literature (5-9). The

present article will focus mainly on the dinuclear active

center recently discovered in [Ni-Fe] hydrogenases and

its implication at structural and catalytic levels.

Introduction

Molecular hydrogen plays a major role on the

oxidation-reduction processes involved in bacterial

energetics, as well as in the degradation and conversion

of biomass related with all major elemental cycles.

Hydrogenase has a key role on this process and cataly-

zes the reversible oxidation of dihydrogen (the simplest

known oxidation-reduction reaction), which is impor-

tant in bacterial anaerobic metabolism:

2H`+2e - <->F1 2
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Unsolved structures are present at the active sites
and unexpected features have been revealed. Most of
the efforts undertaken have been oriented to the purifi-
cation of [NiFe] hydrogenases and to the characteriza-
tion of the metal centers involved, using biochemical
and spectroscopic methods (EPR, Mõssbauer, MCD,
EXAFS and mass spectrometry) (5,6,9).

Sulfate Reducing Bacteria (SRB) are found in
many different environments. Their economic and
ecological impact is well documented. These organisms
are involved in the microbial metal corrosion that
occurs in anaerobic environments at neutral pH, with
production of large amounts of sulfide (10). The classi-
cal mechanism proposed by Kühr and van der Vlugt
suggests the involvement of hydrogenase in this process.
A cathodic depolarization of the metal surfaces occurs
upon hydrogen consumption by SRB. Hydrogenase
would accelerate anode dissolution of iron by using
cathodically formed elemental hydrogen for the dissimi-
latory reduction of sulfate (11). The industrial relevance
of these biocorrosion processes along with the fact that
H 2 can be used as an alternative energy source encoura-
ged studies of possible ways to increase or inhibit hydro-
gen production by hydrogenase.

Sulfate reducing bacteria (SRB) of the genus
Desulfovibrio (D.) have been until now one of the main
sources of the enzyme. Extension of these studies to
thermophiles is of great interest in particular to the
hydrogen metabolism in respect to anaerobic bacterial
corrosion (12). The utilization of SRB capable of doing
the respiration of alternative substrates (i.e., nitrate
instead of sulfate) enabled the study of the hydrogen
metabolism in a situation with a wider environmental
impact (13). Hydrogenases can be found in different
sites in the bacterial cell: periplasm, cytoplasm and
membrane. A given species may have hydrogenases
only in one or in several of this cell sites. The hydroge-
nases isolated from SRB of the Desulfovibrio genus, can
be broadly classified as [iron-sulfur]-only and nickel-
-[iron-sulfur]-containing hydrogenases (Table I):

Table I Phvsico-Chemical Properties of [Fe] and [Ni(Se)Fe] Hydrogenases

Fe «only»
hydrogenase

[NiFe]
hydrogenase

[NiSeFe]
hydrogenase

Molecular

Mass (kDa)

57 89 87

Subunits (kDa) 46,11 63,26 53,34

Clusters 2 [4Fe-4S]

H Center

2 [4Fe-4S]

I [3Fe-4S]

2 [4Fe-45]

Specific

Activity

(pmolH,/min.mg)

4800 440 526

[Iron-sulfur]-only or [Fe] hydrogenases are rare,
lack nickel, and contain [4Fe-4S] clusters and, in addi-
tion, a catalytic iron cluster (designated as H-cluster) of
unknown structure (14). Nickel-[iron-sulfur]-containing
hydrogenases or [NiFe] hydrogenases are the most
common and contain two [4Fe-4S] clusters, one [3Fe-
4S] cluster and a nickel site. A sub-division under this
class can be made for nickel-selenium-[iron-sulfur]-
containing hydrogenases that lack the [3Fe-4S] cluster
and exhibit seleno-cysteine coordination to the nickel
site (14,15).

Specially for this latter class of hydrogenases, a
large effort has been devoted to the purification and the
characterization of the metal centers involved, using
biochemical, genetic, spectroscopic and crystallogra-
phic techniques. Relevant questions have been addres-
sed on the nickel chemistry in the context of its biologi-
cal function: role of nickel during the oxidation-reduc-
tion cycle of the enzyme, nickel oxidation states invol-
ved, coordination mode and preferred ligands, assign-
ment of nickel by different spectroscopic methods and
interaction between the nickel and other metallic
centers.

Nickel and Biology

Nickel is a transition metal required for a wide
range of biological functions, namely hydrogen activa-
tion, CO transformation, urea processing and can also be
found as part of unique cofactors in methanogenic orga-
nisms (16,17). The metal can be stabilized in different
oxidation-reduction states (0 to +4). Ni(IV), d6 , is diamag-
netic and prefers an octahedral coordination. Ni(111) is
EPR active (d 7) and generally found in a distorted six
coordinated environment. Ni(II), the most common
oxidation state is a diamagnetic d 8 system, mostly found
in square planar geometry and Ni(1), d 9 , is again EPR
active, preferring a lower coordination number, i.e.,
tetrahedral. Ni(Ill), Ni(II) and Ni(I) are considered to
participate in biological reactions (18). The 61 Ni isotope
(2% natural abundance, with a non-zero nuclear magne-
tic moment, I = 3/2) has been a most valuable tool for
the assignment of EPR active species (8). The most abun-
dant isotopes (59Ni and 60Ní) have I = 0. 63Ni is often used
as radioactive marker in biochemical analysis.

D.gigas Hydrogenase — a model system

D.gigas hydrogenase has been used as a prototype
of the [NiFe] hydrogenases and detailed data on active
site composition, oxidation-reduction and catalytic
properties has been obtained. The enzyme is an hetero-
dimer and contains four oxidation-reduction centers:
one nickel site, one [3Fe-4S] and two [4Fe-4S] clusters,
as proven by electron paramagnetic resonance (EPR)
and Mõssbauer spectroscopic studies (19).

The nickel site was recently described as a hetero-
dinuclear complex containing nickel and iron (1), as
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will be extensively presented below. The EPR data
analysis discussed below uses a terminology established
prior to the detection of the additional iron atom, but
should be considered through the text as referring to the
Ni-Fe site.

D.gigas hydrogenase has been isolated with diffe-
rent isotopic enrichments ( 61 Ni (1=3/2), 59,60Ni (1=0), 56Fe
(1=0) and 57Fe (1=1/2)) and studied after reaction with
hydrogen (H 2 and D 2 labeled). Isotopic substitutions are
valuable tools for spectroscopic assignments and cataly-
tic studies. The effect of these isotopic substitutions on
the EPR signals is described in Table II, and will also be
discussed later.

Table l[ Isotopic substitution effects on the EPR signals of [NiFe]

hydrogenases 

S7Fe(I=1/2)	 H/D Ni (1=3/2)

x

X

X

Ni-A

Ni-B

Ni-C

[Fe-SI

X — observed
-- not detected

X

x  

Most of the [NiFe] hydrogenases are inactive, as
isolated, and the nickel center exhibits an intense rhom-
bic EPR signal termed Ni-A (g = 2.31, 2.23 and 2.01) with
variable amounts of another nickel species, termed Ni-B
(g = 2.33, 2.16 and 2.01), with slightly different rhombicity
(8) (Figure 1). Some hydrogenases may contain only Ni-
B type EPR signals (13). Upon reaction with hydrogen,
the natural substrate, and after a reductive activation step
(lag phase), these signals disappear and are replaced by
a transient nickel EPR signal termed Ni-C (g = 2.19, 2.14
and 2.01). Ni-C species is considered a key intermediate
(detected in all [NiFe] hydrogenases). These signals can
be observed up to 100 K without noticeable line broade-
ning. All these signals are extensively affected by b 1 Ni
substitution (Table 11), supporting that most of the spin
density is located at the nickel atom (20).

Ni-A EPR signals in hydrogenases have been rela-
ted to an unready state of the enzyme and to the reversi-
ble inactivation of hydrogenases. The minor amount of
Ni-B species that are observed in the oxidized state, can
be enhanced by recycling the enzyme in the absence of
oxygen (21). This increase in the amount of Ni-B has
been pointed out to represent an enzyme state that is
easy to activate and that does not require deoxygena-
ting steps but just a reductive one (21,22). Oxidation-
reduction titrations revealed the existence of two other
EPR silent oxidation-reduction states, designated as Ni-Si
(Ni-Silent) and Ni-R (Ni-Reduced) (19, 23). The oxida-
tion-reduction pattern can be described by the follo-
wing sequence of events (on the oxidation direction):

Ni-R -4 Ni-C	 Ni-Si --4 Ni-B	 (+ O,) —> Ni-A

The assignment of the oxidation states involved
in the catalytic cycle of the enzyme is still under
debate. EPR spectroscopy cannot distinguish in a
straightforward manner between Ni(1) and Ni(111)
(6,8), but as discussed below, reduction steps invol-
ving Ni(111) and Ni(11) states are favored by us, since
the oxidation-reduction potentials of Ni(1)/Ni(0) are
quite low. It has been proposed that the Ni:C state is
related to a Ni(1) or Ni(lll) species (5-9). Support for
the first suggestion comes from oxidation-reduction
titrations and the interpretation of the nickel EPR spec-
tra having H., and 13C0 as ligands (24). However, a
more rhombic signal is expected in the case of a
Ni(III) species, as proved by the study of various
model compounds. The Ni(11) state is suggested for
the EPR silent state of [NiFe] hydrogenases (8) or for
the as-isolated state of [NiSeFe] hydrogenases (25), in
a low-spin state (S=0).

The Mõssbauer data on the native state of [NiFe]
hydrogenase revealed the presence of a [3Fe-45] and
two [4Fe-4S] clusters. As prepared, the [NiFe] hydroge-
nase is described as containing four non-interacting
oxidation-reduction centers, i.e., the three [Fe-S] clus-
ters and the Ni site (19,21). A complete Mõssbauer
study was performed on the iron-sulfur clusters of the
enzyme at different oxidation-reduction potentials indi-
cating that no cluster conversion occurs (19). The
metallic centers interact magnetically after substrate
reaction: a broadening of the EPR signal of the redu-
ced 3Fe center can be detected and there is conver-
sion of the Ni-C species into a fastrelaxing EPR species
due to its interaction with the reduced 4Fe cores [(19),
see Figure 1 ] .

70	 290	 310	 330
	

350	 371
Magnetic Field (mT)

Figure 1 - Typical EPR signals observed in [NiFe] Hydrogenases

i) as isolated enzyme: Ni-A and Ni-B (* denotes the features associated

with Ni-B) (100 K)

ii) hydrogen reacted state: Ni- CC (40 K)

iii) hydrogen reacted state: fast relaxing species (6 K).
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Chemical models that mimic hydrogenase 	 Interaction of the Nickel site with substrate

Although not extremely relevant at this stage, since
the nickel containing active site is heterodinuclear,
results on mononuclear Ni(I1) complexes containing
aromatic nitrogen and thiolate sulfur coordinating
ligands, readily afford Ni(I) and Ni(lll) analogues which
lead to interesting speculation on the oxidation-reduc-
tion behavior of the nickel site (26,27). Nickel synthetic
compounds are known to display widely separated
Ni(III)/Ni(ll) and Ni(I1)/Ni(l) oxidation-reduction
couples with oxidation-reduction potentials which are
much more positive than those found in hydrogenase
(-100 mV to -450 mV). Kruger and Holm (26) have
addressed the problem of lowering the Ni(lll)/Ni(11)
oxidation-reduction potentials by using ligands with
polarizable, electron-rich donor atoms. Such a ligand is
(Et4 N)[Ni(pdtc) 9 1 (pdtc= pyridine-2,6-bis(monbthiocar-
boxylate)), which affords a thiolate-rich coordination to
the metal, yielding a complex with an oxidation-reduc-
tion potential of -85 mV. Alteration of the coordination
sphere through the activation steps and reaction with
substrate would be a requirement for making the active
site available for the binding and processing of the dihy-
drogen molecule.

Ni(11) is difficult to stabilize in tetrahedral coordina-
tion geometry. Also sulfur predominant coordination is
difficult to model. Rubredoxin (Rd) is a small electron
transfer protein that contains in its active center an iron
atom with four cysteinyl residues coordinated on a tetra-
hedral distorted geometry. The active center iron has
been replaced by nickel (28-31), providing this latter
metal with a sulfur-rich coordination environment. Ni(Ill)
oxidation state studies were generated on the oxidized
nickel-substituted rubredoxin. This nickel derivative (Ni-
Rd), mimics in certain aspects the catalytic activity of
hydrogenases: H., production, D/H exchange and inhibi-
tion by CO (29). However, the catalytic activity is 104-fold
lower in Ni-Rd, indicating fundamental differences
between the two nickel-containing sites. Furthermore it
has been postulated that tetragonal distortion of the tetra-
hedral coordination in Ni-Rd leads to a Ni(1I) S=1 (30).
The CN -bound form of the oxidized Ni-Rd (Ni(lll)) prepa-
red from Pyrococcus furiosus Rd, gives EPR signals which
are very similar to the Ni:C and its photolytic product, Ni-
C *, in hydrogenases (32). This result supports a Ni(Ill)
character for the Ni-C EPR signal.

From the inorganic chemistry point of view, a few
monomeric nickel thiolates have been synthesized and
inorganic model compounds are emerging in the optics of
oxidation-reduction and coordination models for the
nickel site in hydrogenases. They will be valuable tools for
the study of parameters controlling spectral and reaction
properties in these biological altered systems. The intro-
duction of nickel in a ferredoxin cluster like in the mixed
metal core [NiFe3S4 ] is also the great interest in biological
modeling (33), as models for CO dehydrogenase.

The interaction of the substrate molecule with the
enzyme has been observed with great interest from a
mechanistic point of view. The involvement of a hydride
species has been much searched in consequence of the
heterolytic cleavage mechanism put in evidence by the
isotopic exchange reactions (34). D 9/D2O and H 9/H 2O
reactions were used to probe the substrate binding at
the nickel site. A narrowing of 0.5 mT at the gmax feature
associated with the Ni-C EPR signals was observed upon
exchanging with deuterium and attributed to a weak
interaction with one or more protons from the solvent
(13, 35). In this context it is important to refer the isoto-
pic effect detected in the light induced alteration obser-
ved in Ni-C EPR signal of Chromatium vinosum hydroge-
nase (36). In fact, the rate of the photochemical reac-
tion proved to be about six times slower in D 9O than in
H 9O. These results strongly suggested that an hydride-
nickel species is involved. In favor of the existence of
this intermediate, ENDOR studies on the D. gigas hydro-
genase Ni-C form revealed that this site is accessible to
solvent protons and/or gaseous dihydrogen, as opposite
to Ni-A. It was also concluded that two different types of
exchangeable protons are bound to the former form of
nickel: i) one type characterized by a small hyperfine
coupling (- 4.4 MHz), which is consistent with the
proton being associated with H 9O (or OH) bound to Ni-
Ç and ii) another with a larger hyperfine coupling (16.8
MHz), identified as an in-plane hydride or an X-H proton
involved in an agostic interaction with nickel or even as
Hz (37).

3D Structure of D.gigas [NiFe] Hydrogenase

Crystallographic studies of the Ni-Fe hydrogenase
from D.gigas (2.8 %a) have shown that the active site is a
new heterodinuclear site, containing nickel and another
transition metal (probably iron) (1). This unexpected
result challenges previous reported spectroscopic
studies that failed to predict the existence of this second
metal ion. [Ni-Fe] hydrogenase is a heterodimer contai-
ning two subunits: a small subunit, 26 kDa, and a large
subunit, 63 kDa. The small subunit has two [4Fe-4S]
centers and a [3Fe-4S] center, while the catalytic center,
that contains nickel, is buried in the large subunit
(Figure 2). The [4Fe-4S] clusters are classified as distal
or proximal, based on their distance to the Ni center. An
histidinyl residue was detected as coordinating ligand of
the distal [4Fe-4S] cluster which represents the first time
that such an observation is made in a protein structure.

The Novel Heterodinuclear Site
(Cys) 2- Ni-p(Cys) z µ(O")-Fe(CO)(CN) 2

The crystallographic analyses of the native D.gigas
hydrogenase have shown that this center is an heterodi-
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Figure 2 — 3D structure of D.gigas Hydrogenase (coordinates provided

by M.Frey).

•
Figure 3 — Structural details on the heterodinuclear NiFe catalytic site

of D.gigas Hydrogenase. Blue circles indicate the iron-coordinated CN -

and CO molecules and the purple circle represents the bridging oxygen

species.

nuclear center, consisting of nickel and a second metal
ion, that by anomalous dispersion effects, EXAFS and Q-
band ENDOR studies, has been assigned to an iron atom
(38,39). The nickel atom is coordinated by four cysteine
residues, Cys 65, Cys 68, Cys 530, and Cys 533. Two of
this four coordinating cysteins (Cys 533, Cys 68) serve as

bridging ligands between nickel and iron. Cys530 is
replaced by seleno-cysteine in the [NiSeFe] hydrogena-
ses. Iron is also coordinated by three non-protein
ligands (diatomic molecules), that recently have been
proposed, by FTIR measurements and elemental analy-
sis as being one CO and two CN molecules (2-4). A
fourth non-protein ligand, probably involving oxygen,
could bridge Ni and Fe (1,4) (Figure 3). The surprising
nature of these three diatomic ligands puts hydrogenase
in the small group of biological systems that use organo-
metallic compounds, along with vitamin B12 and carbon
monoxide dehydrogenase (40,41).

Spectroscopic Evidence for the novel
Heterometal Cluster
J 1 Fe ENDOR Studies on the Nickel EPR signals

X-ray crystallographic analysis of native D.gigas
hydrogenase has shown a novel heterodinuclear cluster
containing nickel and a second transition metal propo-
sed to be iron (1). A careful analysis of the linewidths of
the Ni-A EPR signals obtained from both natural-abun-
dance and 57 Fe-enriched hydrogenase shows no
evidence of hyperfine broadening from 57Fe. However,
Q-band pulsed ENDOR spectra indicate, at the
frequency range around the 57Fe nuclear Larmor
frequency (UFe = 1.51 MHz at 11000 G), that 57Fe-enri-
ched native D.gigas Hase (Ni-A EPR signals) shows a
sharp doublet, not seen in the 56Fe sample, and there-
fore assigned to hyperfine-coupled 57Fe to the nickel site
[A(57Fe) - 1 MHz at g 1 =2.31] (Figure 4) (39). The hyper-
fine tensor components measured in different field posi-
tions differ little from the isotropic coupling of - 1 MHz.
This value is consistent with both the absence of any
broadening in the EPR spectrum and the inability of
Mõssbauer spectroscopy to detect the site. This result
completes the identification of the active site of the Ni-
containing hydrogenases as a novel heterodinuclear
[Ni-Fe] cluster.

I	 I	 I	 ' 	 I

0 0.4 0.8 MHz

Figure 4 — Q-band ENDOR spectrum of D.gigas hydrogenase obtained

from bacteria grown in: i) 57Fe enriched medium and ii) natural abun-

dance 56Fe medium. Both spectra were obtained in the Ni-A, native

form of the enzyme, at g 1 =2.31. Other experimental conditions: tempera-

ture, 2 K; microwave power, 34.7 GHz.

-0.4
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—Fe(I)-Ni(1)

EPR silent
(S=0)

\ /"\
Fe(1)-Ni(I)

/ Ni-R
(S=0)

Table III Predicted values for the global spin of the heterodinuclear [NiFe] cluster

Ni 01 (3d)

S,= 3/2 S,= 1/2

Ni 11 (3d8)

S t = 1 St=O

Fe" (3d5) S.;- 5/2 S=1; 4 S=2:3 3=3/2; 7/2 S=5/2

S,= 1/2 S=1; 2 S=O; 1 S=1/2;3/'2 S= 1/2

Fe° (3d6) S5= 2 S=1/2; 7/2 S= 3/5; 5/2 S= 1; 3 S= 2

S2=0 S=3/2 S= 1/2 S= 1 S= 0

Proposal of a Mechanism
for the Catalytic Cycle

The discovery of a new heterodinuclear active site
in hydrogenases opens new avenues for the proposal of
a catalytic cycle. Based on the available spectroscopic
data obtained in different oxidation-reduction states, a
few clues are put forward as follows:

1) recent EXAFS studies reveal that the Ni-edge
energy upon reduction of the enzyme is altered, suppor-
ting an increase in the charge density of the nickel (38).

2) sulfur as coordinating atoms are generally consi-
dered as "non-innocent" ligands, and may delocalize
part of the spin density at the site (8,26);

3) the large value of the 61 Ni hyperfine coupling
associated with the Ni-A EPR signal (20) is consistent
with Ni in a paramagnetic Ni(Ill) state; the small value of
A(57Fe) for Ni-A is consistent with the iron ion being
low-spin (diamagnetic) ferrous, with the observed
coupling stemming from a small degree of delocaliza-
tion from Ni(III) within the [NiS 9 Fe] core. The cluster in
Ni-A as pictured in Figure 3 thus is best described as a
trapped-valence, heterodinuclear [Ni(III)-Fe(ll)] center,
with a global S = 1/2. Table Ill shows the wide range of
possible values that can be obtained for the global spin
value of a heterometal core as described, assigning
different oxidation and spin states to the metals.

4) several pieces of evidence indicate that the
nickel site is involved with substrate handling (see
before and ref. 8).

These observations and considerations led us to
propose a catalytic oxidation-reduction cycle for the
enzyme that involves a nickel-based redox chemistry
(Figure 5a). This scheme is an alternative proposal to the
one presented by Fontecilla-Camps (42), that suggested
a possible alteration of iron oxidation-reduction state
keeping nickel unchanged during enzyme turnover
(Figure 5b). The cycle shown in Figure 5a is also an
extension of our previous reported proposals (8,9).

Electron Transfer

The knowledge of the 3D structure of hydrogenase
gave important information about protein structural

aspects and provided interesting mechanistic hints. To
elaborate on enzyme catalytic mechanisms it is neces-
sary to consider many factors specially protein metal
ligands, geometry and distortions imposed by the
protein around the active site, and the protein catalytic
site exposure to substrate and solvent. The study of
hydrogenase in different oxidation states and in interac-
tion with substrate and inhibitors will also help to clarify
mechanistic aspects.

\ / H\
—Fe(II)-Ni(111)
/ Ni -C

(5=1/21

— Fe(11)-Ni(II)	 —Fe(II)-Ni(11)-H2

EPR silent	 EPR silent
(S=0)	 (S=0)

\ / H\
— Fe(II)-Ni(I)
^ Ni-C

(S =1/2)

e-

Figure 5 - Catalytic cycles proposed for D.gigas Hydrogenase

a) Nickel based redox chemistry

b) Iron based redox chemistry

a)

Fe(II)-Ni(Ill)
Ni -B

(S=1/2)

b)

Fe(II)-Ni(I)
Ni -B

(S=vz)
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The D.gigas hydrogenase 3D structure was solved
on the native state and not on the active state of the
enzyme, so a required step will be the transformation
of the "unready" into the "ready" form of the enzyme.
Protein conformational changes may induce modifica-
tions on the coordination sphere of the metal during
enzyme catalysis so that the substrate interacts with the
catalytic site. The spatial arrangement presented by the
iron-sulfur clusters: one [4Fe-4S] cluster proximal to
the nickel center and the other [4Fe-4S] cluster near
the protein surface (called distal), with the [3Fe-4S]
cluster located half-way between these two centers,
may provide an electron channel to transfer electrons
between hydrogenase and its redox partners (Figure
6). The fact that one iron in the distal [4Fe-4S] cluster
is coordinated to a histidine instead of a cysteine resi-
due (a new observation in biological systems) suggests
a direct involvement of the imidazole ring from the
histidine in the electronic transfer. The 3D structure
clearly points to the definition of the substrate interac-
ting and the electron transfer sites (1). An electron
transfer pathway was proposed based on the hydroge-
nase structure:

e	 [4Fe4S] "distal" [3Fe-4S] —> [4Fe-4S] "proximal" 	 [Ni:Fe] —> H,

The conjunction of spectroscopy and crystallo-
graphy is a powerful mean for the study of hydroge-
nase. Nickel and iron coordination motifs found in
D.gigas hydrogenase are very innovating and challen-
ging. The crystallographic study of hydrogenase samples
in defined oxidation-reduction states and in interaction
with dihydrogen are anticipated with major interest. The
proposed bridging oxygen atom can be the key for the

B

Figure 6 — Postulated electron pathway in D.gigas Hydrogenase. The

route indicates a connection between the surface [4Fe-4S1 center (histi-

dinyl ligated) and the Ni-Fe cluster (substrate binding site).

change of unready to ready state of the enzyme. The
coordination of dihydrogen to the heterodinuclear site
possibly in a bridging position, is a very tempting propo-
sal to be demonstrated.
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Note Added in Proof

Recently, the crystal structure of D. uulgarois Miyazaki
A[NiFe] hydrogenase has been solved at 1.8  resolution

by Higuchi, Y., Yagi, T., and Yasuoka, N.. Unusual ligand
structure in Ni-Fe active center and an additional Mg site
in hydrogenase were revealed by high resolution X-ray
structure analysis, Structure, 5, 1671 (1997). The overall
folding pattern and the spatial arrangement of the iron
clusters are very similar to the D. gigas hydrogenase, as
described. The main difference is the fact that the
ligands of the heterodinuclear NiFe center have been
proposed to be diatomic S=O, CEO, and C=N molecules
instead of the two C=N and one C=O found in the
D. gigas enzyme. The authors suggest that such unusual
ligands could be involved in the electron transfer from
the hydrogenase active site to its biological redox part-
ners or, could stabilize the redox state of the Fe(II)
during the catalytical cycle of the enzyme.
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The biological membrane viewed
as a heterogenous chemical system
As membranas biológicas analisadas
como um sistema químico heterogéneo

WINCHIL L. C. VAZ 1 AND EURICO MELOz
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2 INSTITUTO DE TECNOLOGIA QUÍMICA E BIOLÓGICA AND INSTITUTO SUPERIOR TÉCNICO,
APARTADO 127, P-2780 OEIRAS, PORTUGAL

The biological membrane, a cellular structure that
separates the cell from its environment and
intracellular compartments from each other, is
composed principally of a so-called "lipid bilayer"
that is made up of two apposed monomolecular
layers of amphiphilic lipids, generally phospholipids
but also glycolipids and cholesterol. The lipid bilayer,
a thin quasi-two-dimensional fluid film with two polar
surfaces and an apoiar core and a thickness of
approximately 10 nm, acts as a solvent system for
several proteins which may be dissolved in it or
adsorbed to its surface. The chemical composition of
the lipid bilayer is known to be complex, generally
containing three or four lipid classes known to be
not ideally miscible among themselves. This creates
the conditions for a probable heterogeneity of the
system in the physical-chemical sense. In fact, it is
known that the two monomolecular layers of the
lipid bilayer in many biological membranes have
different chemical compositions, what corresponds
to a transmembrane heterogeneity of the system.
Microscopic (molecular scale) and macroscopic
(cellular scale) in-plane heterogeneities are known to
exist. Although to a chemist it is quite clear that
between these two extremes (microscopic and
macroscopic scales) a mesoscopic heterogeneity
must also exist, this has not been clearly shown, to
be the case for biological membranes primarily
because of the non-existence of suitable techniques
with the necessary spatial resolution for this sort of
system. It must be emphasized, however, that the
existence of mesoscopic heterogeneities in artificial
lipid bilayers is today a generally accepted
phenomenon.
Mesoscopic heterogeneity raises interesting
questions with regard to phase topology which in its
turn has important consequences for component
distribution, percolation and chemical kinetics in the
system. Here we shall address ourselves primarily to
the questions of percolation and chemical kinetics
emphasizing experimental and Monte Carlo
simulations on model systems and the extrapolation
of these results and their consequences for
biological membranes.

A membrana biológica, a estrutura celular que separa a
célula do seu ambiente exterior e também os
compartimentos intracelulares uns dos outros, é composta
essencialmente por aquilo a que se convencionou chamar
"bicamada lipídica" que é constituída por duas
monocamadas moleculares adjacentes formadas por lípidos
anfifílicos, geralmente fosfolípidos, mas também glicolípidos
e colesterol. A bicamada lipídica, um filme fluido quase-
bidimensional de superfícies polares e centro apoiar, com
uma espessura de cerca de 10 nm, faz o papel de solvente
para muitas proteínas que nela se incorporam ou se
adsorvem à superfície. Esta bicamada lipídica natural tem
uma composição química complexa, geralmente contendo
três ou quatro classes de lípidos que se sabe não formarem
misturas ideais. É, portanto, de prever que estas misturas
apresentem heterogeneidade química-física. De facto, em
muitas membranas biológicas as duas monocamadas
constituintes da bicamada lipídica têm composição
diferente, donde resulta uma heterogeneidade
transmembranar. Porém, também se sabe existirem
heterogeneidades, quer microscópicas (à escala molecular)
quer macroscópicas (á escala celular) no plano da
membrana. De um ponto de vista estritamente químico não
pode deixar de existir também, entre estes dois extremos
(heterogeneidade microscópica e macroscópica), uma
heterogeneidade mesoscópica, embora esta nunca tenha
sido evidenciada de uma forma indubitável no caso de
membranas biológicas. Não podemos esquecer que não
existem, actualmente, técnicas com a resolução espacial
necessária para a observação destes sistemas sem criar
perturbações que ponham em dúvida os resultados. Em
bicamadas lipídicas artificiais a existência de
heterogeneidade mesoscópica está actualmente
experimentalmente provada.
Reconhecida a existência de heterogeneidade
mesoscópica, fica em aberto a sua topologia que, por sua
vez, condiciona a distribuição de solutos e componentes,
e, em consequência, a difusão/percolação e cinética das
reacções químicas no sistema. No presente trabalho
abordamos os problemas levantados pela percolação e
compartimentalização de reagentes em sistemas modelo,
analisados quer experimentalmente quer por simulação e
discutimos as consequências da extrapolação dos
resultados obtidos ao caso de membranas biológicas.
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Introduction

O ur current understanding of the biological
membrane has its origin in a report by Gorter
and Grendel [1], that was subsequently develo-

ped by reports from various researchers of which the
landmark papers of Danielli and Dayson [2],
Robertson [3] and Singer and Nicolson [4] merit
special mention. Today, the generally accepted
working hypothesis is that the biological membrane is
a "fluid mosaic" composed basically of a mostly, if not
completely, fluid lipid bimolecular layer as its basal
structure with proteins "extrinsically" adsorbed to the
polar surfaces of the layer or "intrinsically" dissolved in
the fluid sheet. The crucial point that is made in this
model is that the membrane is a quasi-two dimensional
fluid sheet and all its components (lipids and proteins)
are, in principle, free to diffuse (rotationally and trans-
lationally) in the plane,of the sheet. A homogeneous
state, in the physical-chemical sense, is generally assu-
med for the lipid bimolecular fluid layer. While this
model has helped advance our understanding of the
structure and dynamics of biological membranes and
their physiological role in the cell, in that it has stimu-
lated a considerable amount of research in the area, it
leaves many questions of a more quantitative nature
unanswered.

Very early studies [5] showed that under certain
conditions lipids in bilayers showed immiscibility both
in the solid and fluid phases. These studies have been
since confirmed and extended by several workers (for á

collection of data see [6]) and, from the several phase
diagrams for lipid bilayers formed from binary lipid
mixtures that are available now, the conclusion can be
drawn that lipid immiscibility in bilayers is more the rule
than the exception. This would lead us to expect that
the biological membrane or, more particularly, its lipid
bilayer is more probably a heterogenous system rather
than a homogenous one. This has, in fact, been obser-
ved to be the case at several levels. Macroscopic hetero-
geneities (over dimensions that are more comparable
with those of the cell than of the molecular constitu-
ents) in biological membranes have now been quite
well established. Careful analysis of the chemical
composition of the inner and outer leaflets of several
cellular membranes shows that the two halves of these
membranes have distinct compositions. Besides this
inside-outside heterogeneity, a clearly defined macros-
copic lateral heterogeneity, often termed "functional
polarity", has been clearly shown in some cell types,
epithelial cells [7] and hepatocytes [8] being some of
the best studied cases from this point of view. Another
form of membrane heterogeneity is observed at the
microscopic level (comparable to molecular dimensi-
ons) and arises from the specific interaction of
membrane components among themselves as is the
case in the so-called "boundary lipid" layer around inte-
gral membrane proteins.

If immiscibility is assumed, the two-dimensional
nature of the membrane should also permit heteroge-
neity at a mesoscopic (several 102 to 104 times molecu-
lar dimensions) level [9, 10]. Such a mesoscopic hetero-
geneity, while being extremely difficult to clearly
demonstrate due to unavailability of experimental
methods with an adequate resolution, would explain a
large number of observations with regard to the dyna-
mics of membrane constituents [9] . Jain [11]  has propo-
sed that the lipid bilayer in the fluid mosaic model
should include a phase heterogeneity that results in an
overall non-random distribution of components in the
system. We have subscribed this point of view [ 12, 13]
and discussed some of the consequences of this refine-
ment of the fluid mosaic model [9, 14].

In the present paper we propose to briefly review
some concepts on biological membrane heterogeneity,
discuss its causes and consequences and attempt to
propose new lines of research that may be important for
our understanding of the complex functions of this
important cellular structure.

Phase Behaviour in Lipid Bilayers

Artificial lipid bilayers, which form spontaneously
when certain phospholipids are hydrated, have provided
many important insights into the structural and dynamic
properties of the biological membrane. While the results
of studies on these systems are not always directly trans-
latable to the lipid bilayer in a biological membrane,
they do provide excellent points of reference for the
understanding of these. Model lipid bilayers prepared
from most of the classes of lipids commonly encounte-
red in biological membranes are lyotropic, thermotropic
and barotropic smectic liquid crystal systems that
undergo specific phase transitions between one or seve-
ral ordered phases and disordered phases [15]. The
ordered phases typically occur at low (<40 weight %)
water content, low temperatures and/or very high pressu-
res, all of which are not very significant from the biologi-
cal point of view. They are characterized by a high
degree of conformational order in the lipid acyl chains
and positional order of the lipid chains and of the lipids
themselves over long ranges in the plane of the bilayer.
The disordered (often called fluid, liquid or liquid
crystalline) phases are of more biological relevance in
that these are the phases found in most biological
membranes under normal conditions. These phases are
characterized by low conformational order in the chains
and lack of long range positional order in the plane of
the bilayer. A characteristic example of lipid bilayer
polymorphism in a single-component lipid bilayer under
constant pressure and in excess water is shown in Figure
1 in which the transitions between different phases is
thermally triggered. The temperatures at which these
transitions occur are dependent on the nature of the
phospholipid "head groups" (polar parts that are expo-
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^^̂̂11141

Le

Pseudocrystalline

Interdigitated

Figure 1 — Diagrams showing the layer structures and chain packing

arrangements for the thermotropic phases found for pure phospholipids

at constant pressure in excess water.

sed to water in the bilayer) as well as the lengths and
degree and position of unsaturation of the acyl chains.
When ionizable lipids are involved, the local pH and
ionic strength of the aqueous phase in contact with the
bilayer must also be specified since these also influence
the bilayer polymorphism [16]. It is important to bear the
complexity of this polymorphism in mind when conside-
ring bilayers that are composed of several constituent
lipids as is the case in biological membranes.

We shall not address ourselves here to a considera-
tion of the complexity of phase behaviour in the biologi-
cal membrane. The problem is probably not addressa-
ble with the level of information we are presently capa-
ble of obtaining and processing. Rather, it is our inten-
tion to exemplify the consequences of phase separati-
ons in the lipid bilayers, as models for the far more
complicated biological membranes, using simple two-
phase bilayers prepared from binary lipid mixtures in
which the phase diagrams have been reasonably well
studied and understood. Figure 2 shows a few tempera-
ture-composition phase diagrams for lipid bilayers
formed in excess water under isobaric conditions from
binary lipid mixtures. It is of interest to note that the only
mixture that shows complete miscibility of the chemical
components in both ordered and disordered phases is
one in which the two components are identical in all

respects except for a difference of two carbon atoms in
their acyl chain lengths. All other systems show some
degree of immiscibility either in the ordered phases and
in some cases, particularly where the head groups are
different, in the disordered phases as well. It is probably
safe to state that in most biological membranes immisci-
bility in the disordered phases is more relevant since
these membranes are known to be mostly fluid. The
principles we shall be discussing, however, are more
easily demonstrable in systems with solid-fluid phase
coexistence and the lessons drawn from such models
are probably equally applicable to liquid-liquid phase
coexistence as well.

What causes phase coexistence in a lipid bilayer?
Gibbs [ 17, 18] was the first to describe the conditions of
chemical composition, temperature and pressure that
permit phase coexistence in heterogeneous systems.
Heterogeneity is a consequence of component immisci-
bility and the causes for this are primarily thermodyna-
mic: the intermolecular interaction energy between two
molecules in a system causes them either to associate or
repel each other and entropy drives the system towards
a homogenous state. This is true for any system at equili-
brium. Perturbations of such systems through chemical
(addition of new molecules) or physical (temperature,
pressure or electrical) stresses, will cause the system to
relax to a new equilibrium state at a rate that is depen-
dent upon several processes, the kinetics of some of
which may be extremely slow. It is important to remem-
ber that the biological membrane is a dynamic system,
being continuously subjected to chemical and physical
stresses which derive from the environment or from
physiological processes such as metabolic activity of the
cell and protein and lipid biogenesis, insertion and
sorting [19, 20]. Hindered lateral transport [21 - 24]
within the bilayer plane can make the kinetics of
membrane response to these perturbations quite slow.
Thus, it is very probable that the biological membrane is
not a system at equilibrium and that heterogeneity in it
is probably more determined by kinetic rather than by
thermodynamic considerations alone.

Having accepted that heterogeneity is a fact in the
biological membrane, phase disposition becomes an
important consideration. Typically, in a three-dimensio-
nal fluid, phase coexistence at equilibrium is characteri-
zed by a bulk separation of the coexisting phases with a
minimal interfacial area between them. The driving
force for this is the interfacial surface tension which
tends to reduce the interfacial area to a minimum.
Reduction of the interfacial surface tension, for example
by addition of surfactants to an oil-in-water or water-in-
oil dispersion, reduces the tendency for bulk phase
separation. In a two-dimensional system, such as the
lipid bilayer, the reduction in interfacial tension is a
consequence of reduced dimensionality (a two-dimensi-
onal system with an interfacial line tension as opposed
to a three-dimensional system with an interfacial surface
tension). Thus, one might expect microscopic to mesos-
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Figure 2 - Examples of temperature-composition phase diagrams for lipid bilayers in excess water under isobaric conditions. The phase diagrams are

shown for: (a) isomorphous mixture of di-C(14)PC and di-C(16)PC; (b) eutectic mixture of di-C(17)PC and C(12)C(22)PC; (c) peritectic mixture of di-

C(14)PC and di-C(18)PC; (d) peritectic mixture of di-C(16)PC and di-C(16)PS; (e) monotectic mixture of di-C(14)PC and cholesterol; (f) monotectic

mixture of di-C(18:1, trans)PC and di-C(16)PE.

copic dispersions of coexistent phases in lipid bilayers,
whether of thermodynamic or kinetic origin, to intrinsi-
cally have sufficiently long lifetimes to become physio-
logically relevant.

Component Distribution

From the previous section it should have become
clear that we visualize the biological membrane as a
heterogeneous quasi-two dimensional liquid system.
The various protein species that are associated with the
membrane must, strictly speaking, be viewed as chemi-
cal constituents of the system so that there is no distinc-
tion between "lipid domains" and "protein domains".
Thus, under a given compositional definition of the
membrane, the protein distribution in the coexistent
phases will be determined by the same rules that govern
lipid distribution which have been discussed earlier. An
alternative view is to consider the proteins and other
minor constituents of the membrane as a very small
molar fraction of the system and view them as solutes in
a heterogeneous solvent. From this point of view their
preferential presence in one or the other of coexisting
phases in a membrane is a consequence of preferential
solubility in those phases. This solubility preference can
be absolute so that it becomes conceivable that a given
protein species is encountered exclusively in (or totally

excluded from) one or some of several coexisting
phases in the membrane.

There are several examples in the literature for
solubility preferences of lipid probes and proteins in
lipid bilayer membranes, the most common cases being
the observed preferences of lipid-like molecules for
solid or fluid phases [25 - 27]. Freeze-fracture electron
microscopy studies [28] clearly show that some proteins
were excluded from solid phase lipid domains in bila-
yers with coexisting solid and fluid phases. More
recently, there has been a report [29] on the phase parti-
tioning of gramicidin between solid and fluid phases.
Fluid-fluid partitioning of lipid-like molecules and
proteins has never been experimentally shown but
some proteins are known to show a higher affinity for
certain lipids in their boundary lipid layer [30, 31] so
that it may be concluded that these proteins would
necessarily show a preferential solubility in phases rich
in these lipids if such phases existed in the membranes.
The "hydrophobic mismatch" of an integral membrane
protein in a heterogeneous fluid lipid bilayer could also
be a driving force for a preferential protein solubility
among the coexisting phases. We [32] have recently
shown that the insertion of a-hemolysin, a protein with a
membrane-inserting hydrophobic sequence, into orde-
red liquid phase bilayers (formed from phosphatidyl-
cholines with a high cholesterol content) is conside-
rably more difficult than its insertion into disordered
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liquid phase bilayers (formed from pure phosphatidyl-
cholines or binary mixtures of these with a low choleste-
rol content). While this in itself is not direct evidence for
a preferential solubility of this protein in disordered
liquid phases as compared to ordered liquid phases, it
clearly indicates that such may be the case.
Considerable work needs to be done in this regard
before clear rules emerge for solubility preferences of
lipid-like or protein molecules in lipid bilayers.

Another aspect of the heterogeneity of membrane
protein distribution has to do with the way in which
proteins are added to biological membranes in the
process of membrane biogenesis. This process probably
occurs via the intracellular fusion of vesicles with the
target membrane [33]. In this case the newly inserted
material must diffuse freely to become homogeneously
distributed in the membrane. Hindrances to diffusion
due to lack of percolation (see below) caused by intra-
membranous or extra-membranous (cytoskeletal or
glycocalyx) structure will cause a kinetic trapping of
components that may lead to physiologically significant
heterogeneities.

Finally, we may imagine a protein component of a
membrane which, though constrained to be integrally
associated with the membrane due to its hydrophobic
nature, finds no ideal solvent phase among the domains
available and is forced to "precipitate" or to form homo-
logous aggregates within the bilayer plane. Several
membrane protein aggregation phenomena associated
with important physiological processes are known.

Percolation

The ability of membrane components to laterally
diffuse in the membrane plane is an important conse-
quence of the fluid mosaic model for biological
membrane structure and dynamics. It makes interaction
between the membrane components possible, thereby
permitting bi- (or higher-) molecular reactions, that are
important for membrane physiology, to occur.
Fluorescence Recovery After Photobleaching (FRAP) is
a well established technique for the study of the lateral
diffusion coefficient in two dimensional samples [24,34]
(see Figure 3 for a short explanation of the method and
experimental setup). This method permits observation
of lateral diffusion in membranes over distances of seve-
ral tens to hundreds of micrometers and is useful in
studies with artificial lipid bilayers as well as with cellu-
lar membranes. In the case of synthetic bilayers the
experiment is performed on a stack of a few hundred
fully hydrated planar bilayers deposited on a micros-
cope slide. These bilayers are doped with a fluorescent
and photobleachable tracer molecule, which in our
case is a phospholipid marked with N-(7-nitro-2,1,3-
benzoxadiazol-4-yl), NBD, at a fractional molar concen-
tration of 510 -3 . The general recovery behavior in homo-
geneous fluid bilayers is presented in Figure 4A. The

fluorescence intensity, maximum before bleaching,
F(t<0), is reduced upon bleaching to F(t=0). Then, the
fluorescence intensity slowly recovers due to the diffu-
sion of neighboring tracer molecules into the bleached
spot, see Figures 3a and 4. If the reservoir of unbleached
molecules is infinite, as is generally the case for fluid

Figure 3 — Schematic description of a) a FRAP experiment performed

on a stack of lipid bilayers, and b), the scheme of the FRAP apparatus

where BSI and BS2 are beam splitters, SI the shutter that opens to

bleach the sample with the intense pulse of light. Both analyzing and

bleach beams are focused by Lt in an optical fiber whose output is

focused by L2 through a dicroic mirror. DM, on the sample. The fluores-

cence is observed by a photomultiplier, PMT, protected from the

intense bleaching pulse by the shutter S2, after being filtered by a

cut-off filer BF.
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homogeneous bilayers, the final fluorescence intensity
attains the initial value F(t=00)=F(t<0), that is, the frac-
tion of recovery, R, defined by equation (1) is 1.0.

R	
F(co) - F(0) 

F(t <0) - F(0)

The time dependent recovery curve, is parametri-
zed by the translational diffusion coefficient of the
tracer, D, and the radius of the circular bleaching spot,
w, according to equation (2) [35], where t p=0.)2/4D, and
I represent Bessel functions. We may, therefore, obtain
the diffusion coefficient of the tracer in the lipid matrix
from the best fit between experimental data and equa-
tion (2), as shown in Figure 4.

F(t)= F(oo)-1F( t < 0) - F(0)1 {1j -expl- 2rplr lo (

l
ZrDi)+llr

Ztp111
 l\	 t / IL	 t	 I t J JIJ

(2)

Depending on temperature, and tracer and lipid
characteristics, diffusion coefficients that vary between
-10-8 and X10- 16 cm2 sec 1 have been observed. Below
the ordered-disordered phase transition temperature,
when the bilayer is in the so-called gel phase, the fluo-
rescence recovery is usually very slow and incomplete
over reasonable measurement times. These experimental
curves, when analyzed using equation (2) often give
poor fits and, if a diffusion coefficient is to be derived,
values between =10 10 and as low as [1016 ] cm 2 sec -1

have been reported [36, 37], Figure 4B. In the rigid
phase, part of the diffusion observed has been attributed
to the mobility of the probe molecules in the grain
boundaries of the two-dimensional crystals. In fact, the
probe molecules, even if phospholipids of a very similar
structure to those forming the bilayer, having the fluores-
cent probe attached to them, will always behave as
impurities in the system with a high degree of order. In
this way, some of the molecules will be retained in the
crystals as point defects while other are forced into the
grain boundary defects. The first group of tracer molecu-
les is responsible for the incomplete and very slow reco-
very, and the second results in a recovery process that is
not, in principle, described by equation (2).

In our work over the past decade we have attemp-
ted to describe the lateral diffusion of membrane
components in phase-separated lipid bilayers in the
phase coexistence region using the FRAP technique.
While we are aware that ideally such studies, which
serve as models for the biological system, should
probably examine liquid-liquid phase coexistence, it is
very difficult to encounter tracer molecules that parti-
tion exclusively in one of the coexisting phases with the
consequence that data analysis becomes a very
complex matter. For the purposes of percolation the
principles governing diffusion are similar whether we
examine liquid-liquid or solid-liquid phase coexistence.
Our attention has, therefore, been mostly limited to bila-
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Figure 4 - Typical FRAP curves obtained for the system di-

C 17 . 1I PC / C217C12,0PC in multibilayers. Diagram A presents the recovery

of pure di-C 1 , PC in the fluid phase, T=52.3°C for which 99% of recovery

is observed and -r,=0.21 s (corresponding to D=1.1x10 7 cm 2 s 1 );
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yers formed from binary lipid mixtures, in which there is
a clearly defined solid-liquid phase coexistence, using
probes that partition almost exclusively into the fluid
phase which is the case of a short chain phospholipid in
a longer chain matrix or an unsaturated phospholipid in
a mixture of saturated ones. Depending on the fraction
of the rigid phase, obtained from the phase diagram for
the mixture, a variety of behaviors are observed [26, 38 -
41] as seen in Figure 4 for the system constituted by 1-
docosanoyl-2-dodecanoyl-sn-gycero-3-phosphocholine
(C22OC 12 .0PC) and 1,2-diheptadecanoyl-sn-gycero-3-phos-
phocholine (di-C17.0PC) [40]. For small solid fractions,
the recovery of fluorescence after photobleaching is
slower than what is to be expected for an equivalent
fluid bilayer, but the recovery is still complete, Ra_1.0.
On increasing the solid fraction only a partial recovery is
obtained and the recovery, fast at the beginning beco-
mes slower for long times displaying a long tail, Figure
4C. The experimental data in this last case can no more
be fitted with equation (2). It is intuitive that such beha-
vior can be ascribed to the hindrance of diffusion by the
solid domains, and to the reservoir of tracer molecules
accessible to the FRAP spot being no more infinite [42].

The question arises as to what the topology of a
bilayer in this phase coexisting region is, and how it
relates to the experimentally observed FRAP result. It
has been observed that in Langmuir-Blodget monolayers
with the same composition the phase-separation is visi-
ble with an optical fluorescence microscope and the
rigid domains have a characteristic elliptical shape at
the beginning, growing in spiral-like formations [43].
However, in bilayers it has not been possible to observe
the domain geometry probably because, in this case, at
least one of the linear dimensions of the objects is
submicroscopic (smaller than the Abbé limit of -X/2).
Electron microscopy is not of much help because the
sample preparation procedure disturbs the system, and
the recent microscopic techniques with nanometer reso-
lution, adequate for this type of samples, are yet under
development. Therefore we are left with indirect
methods to model the geometry of the separated phases
and of the topology of the membrane. The results obtai-
ned by FRAP are, for this purpose, the most adequate
because what is in fact observed is the arrival to the
central spot (the photobleached area) of tracer molecu-
les that have, on their way, sampled the intricacies of
the membrane topology, i.e., we observe the result of
the two-dimensional lateral molecular percolation
through the system.

Percolation is a general phenomenon well known
to the chemists, the percolation filter being very
common in chemical industry. In the last two decades,
however, a new body of theory for percolation in latti-
ces has developed which results from the need to
mathematically describe phenomena such as forest fire
propagation, diffusion of small atoms in solid structures,
or electrical conductivity of composite materials. All
these processes fall within the area of discrete percola-

tion and are, in themselves, quite difficult to formalize
mathematically. As a consequence, and given that
problems in two spatial dimensions (plus time) are
some of the more relevant cases of percolation, most of
the practical cases are studied using straightforward
Monte-Carlo techniques. Diffusion with percolation, or
continuum percolation, is formally much more compli-
cated than discrete percolation and has not yet received
much attention from theoreticians. This lack of tools to
deal with continuum percolation has been circumven-
ted by the modeling of the continuum system as a
discrete matrix with a lattice resolution such that the
phenomena which are monitored are still described
with sufficient approximation. In our study of percola-
tion with diffusion in phase-separated synthetic bilayers
we follow this approach.

The general case of diffusion in a plane in the
presence of obstacles has been studied by Saxton using
Monte-Carlo techniques [44]. In the diffusion in a homo-
geneous bilayer the mean-square displacement, <12>, of a
molecule is proportional to the molecular diffusion coef-
ficient, D, and to time. In obstructed diffusion the mean
square displacement is still proportional to D but
depends upon a fractional power of time, equation (3).

<r 2> = 4Dt (t/ti)2idw 1 (3)

While for normal diffusion d=2, in the presence of
obstacles dW>2. The time constant i is the time neces-
sary for the probe to diffuse through the unit mean
square distance. When viewed with a macroscopic tech-
nique the observed diffusion coefficient, D*, is time
dependent because the tracer molecules near the
region of observation do not have to traverse the same
complicated path as the more distant ones.

In a two-dimensional infinite plane of which a given
fraction, p, is fluid, it has been shown that for a given
geometry of the solid obstacles, randomly distributed in
the plane, there is a fixed fluid fraction above which
there is at least one continuous fluid cluster that connects
one side of the plane with the other. This fluid fraction,
characteristic of the system, is called the percolation
threshold, p c . It is important to realize that above this
percolation threshold isolated finite regions of fluid do
exist, but there is at least one infinite fluid cluster. Since
pc is highly dependent on the system topology we could,
in principle, derive this topology from the experimental
value of p c obtained from the FRAP experiments.
However, for this to be possible we first need a precise
value of the percolation threshold experimentally obtai-
ned from FRAP and then need to know the shape of the
elemental forms that combine to build the solid network.

To simplify the analysis of FRAP results obtained
from experiments performed on systems with phase
coexistence, the recovery curves were analyzed using
the superposition of a fast recovery, given by equation
(2), and a slow recovery, simulated by a linear ramp.
The fast component describes the hindered diffusion in
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an archipelago while the linear ramp models, in the
experimental time range, the slow diffusion due to the
defects in the gel phase. With this strategy we were able
to analyze the non-conventional recovery of the fluores-
cence of many phospholipid systems in the region of
solid-fluid phase coexistence [38-41]. In Figure 4C we
present an example of the extremely good fits obtained
and the data obtained from such analysis. The total
recovery due only to the fast component is related to
the connective fluid region that crosses the bleaching
spot. At a first glance it could be suggested that since the
system is either percolative or non-percolative, there
should be either no recovery of fluorescence below the
percolation threshold and near complete fluorescence
recovery above it. However, the experimental results do
not confirm these expectations as presented in Figure 5
for the system 1,2-dimyristoyl-sn-glycero-3-phosphocho-
line (DMPC) and 1,2-distearoyl-sn-glycero-3-phospho-
choline (DSPC), 50/50 mole fraction. The sigmoid shape
of the curves indicate that below p c some flow of the
tracer probe is still existent and above p c recovery is still
observed. This behavior is characteristic of percolating
systems where the observation area, spot area, is of a
dimension comparable with the linear dimension of the
fluid regions. In figure 6 we show the theoretical varia-
tion of the fractional recovery for different relative linear
dimension of the fluid areas and spot radius [45]. We
may therefore conclude that whatever the geometry of
the phases the dimension of the fluid phase must be of
the order of magnitude of the spot radius (p.m). To
further define the topological characteristics of the
system we have to postulate the geometric characteris-
tics of the elements that constitute the rigid phase and
verify if the resulting structure is coherent with the exis-
ting experimental data. This verification has been done
by Monte-Carlo simulation of the FRAP experiments.
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Figure 5 - Percent recovery for a DMPC / DSPC 1:1 molar fraction as a

function of temperature.
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Figure 6 - Percolation theory prediction of the fraction of recovery

obtained in a FRAP experiment in a system for which the percolation

threshold is 0.5 for three different characteristic linear dimensions of the

fluid region, L, (whatever it means in our particular case). When L is

much smaller than the dimension of the spot a nearly step function is

obtained, solid line, but when the observation is done with a spot simi-

lar in dimension to the characteristic dimension of the fluid there is not

a well defined percolation point: dotted and dashed lines respectively

for L=20 and 7.5 times the spot radius.

The simulation of the rigid phase as randomly distri-
buted superimposable ellipses with aspect ratio b/a is
convenient from the view point of percolation theory and
reasonable with regard to two-dimensional phospholipid
crystal shape. Percolation in 2D with randomly distribu-
ted ellipses has been thoroughly studied by Thorpe and
coworkers [46,47] and, at least in monolayers, phospholi-
pid crystals grow initially with a well known elliptical
shape [43]. Based on this ellipse model we simulated the
fractional fluorescence recovery as a function of the fluid
fraction for the system DMPC:DSPC 50:50 [42]. The best
fit to the high fluid fraction range was obtained for an
ellipse major semi-axis of 1.0 µm and aspect ratio equal
to 0.2 near the percolation threshold.

Using the same topological model, the FRAP
curves simulated by Monte-Carlo in the time regime for
the same system resulted in a not much different
geometry of 1.0 µm and 0.3 for the major semi-axis and
ellipse aspect ratio, respectively, near the percolation
threshold [42]. The agreement between simulation and
experiment is quite good except for fluid fractions
below 0.4, Figure 7. The results from these simulations
lead to a picture of the phase separated bilayer as repre-
sented in Figure 8. For large fluid fractions, Figure 8a, all
the fluid is continuous but, near the percolation thres-
hold, Figure 8b, many small regions are isolated, and for
a fluid fraction of 0.2 all the fluid domains are very
small, Figure 8c. In fact, the histograms of Figure 9
demonstrate that large fluid pools become highly impro-
bable below the percolation threshold, p t.=0.47, and
dominate immediately above it.
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Figure 7 - Time dependent experimental fluorescence recovery curves

obtained for DMPC/DSPC (1/1 mol/mol) system at three different fluid

area fractions, p, and the corresponding Monte-Carlo simulations. The

rigid domains were simulated as a fixed number of random ellipses

that, for p=0.80, have semi-axes a=0.42 and ír=0.18 pm; for p=0.58, a=0.88

and b=0.29 pm, forp=0.47, a=1.12 and b=0.30 gm.

It is to be expected that molecules of reactant
proteins or any other membrane components with a
structure different from the lipid matrix will be more
soluble in the fluid bilayer than in the more structured
rigid region. Even if it is not the case those molecules
that stay in the rigid phase do not have much chance to
interact because of the small diffusion coefficients. In
this way the compartmentalization observed results
necessarily in an inhibition of bimolecular reactions
taking place between membrane components.

Reactions in heterogeneous systems

When dealing with reactions in microdispersed
systems two kinds of special effects have to be taken
into account: dimensional, and distributional effects.
The reduced dimensionality of such systems, two-
dimensional, nearly-two-dimensional, or any other case
where the reactants are not free to diffuse to infinite
distances, do not directly affect reaction controlled
processes but, in the case of diffusion controlled or
nearly diffusion controlled reactions, a quite different

Figure 8 - Simulation of a FRAP experiment in a single bilayer plane

for the DMPC/DSPC (1/1 mol/mol) system having =°47 for p-0.80 (a),

0.50 (b), and 0.20 (c). Red areas represent reservoirs that extend out of

the plane (considered as completely recoverable), yellow areas parti-

ally recoverable bleached areas and those in green are unrecoverable

because they are entirely closed and inside the spot.

kinetics from that expected for the equivalent 3D system
is observed [48]. In what concerns the yield of the reac-
tions, the dimensional effects will only affect those reac-
tions for which one of the reactants is short lived.
Distributional effects, however, have a marked impact
upon both, the kinetics and the yield of bimolecular
reactions. The consequences of distributional effects
upon the yield and kinetics of reactions are better illus-
trated for a dimerization reaction. Consider a reaction
micro-vessel where one single monomer is isolated: in
this case dimerization will never take place. If, instead,
two monomers are present, they dimerize, if there are
three the reaction will be faster but one monomer is left
unreacted. The consequences on the yield are evident,
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and it is also obvious that the global rate coefficient of
dimerization will appear time dependent with some
non-zero value at the beginning, and reaching zero
when only isolated single molecules are left in the
compartments without the possibility of reacting. From
what was said we may easily anticipate that, in the case
of heterobimolecular reactions where one of the reac-
tants is in much smaller amount than the other, the
difference between homogeneous and microcompart-
mentalized systems will be still more evident. In the
extreme case of an enzymatic reaction even a small
degree of compartmentalization will result in a practical
inhibition of the reaction.

To quantify the extent of the inhibition of a reac-
tion due to the membrane phase separation we define
the expected relative yield as:

<^> _  <^ret> 

<^cont>

where <Oret> is the reaction yield expected to be achie-
ved when the membranes are reticulated (microcom-
patmentallized), and < cont>, the yield in the homoge-

neous case. However, biological systems are a priori
compartmentalized in physically separated units such as
cells, and in model lipid bilayer systems in isolated lipo-
somes. When the conditions are such that phase separa-
tion occurs, in each of these units, U, a number Ndom of
non-connective fluid domains is formed. If we consider
that these domains are of equal size and that their
number is identical in each unit, it may be shown that
[49] for a reaction of an enzyme E with a substrate R
catalyzing the production of product P, according to the
reaction scheme: E + R > E + P, the relative yield of P
will be given by

In Figure 10 the relative yield of product forma-
tion is represented as a function of Ndom for four diffe-
rent concentrations of the enzyme represented as
[E]/[U]. It is immediately clear that the consequence
of a phase separation, giving rise to non-connective
fluid domains, has drastic consequences on the effici-
ency of the enzymatic reaction whenever the enzyme
concentration is low which, in the biological system, is
usually the case.

A common mechanism in cellular physiological
processes is the formation of protein aggregates compri-
sing a fixed number of monomer proteins. Also in this

20	 40	 60
Ndom

Figure 10 — Relative yield, <cp>, of product formation for a catalyzed

reaction as a function of the number of domains per reaction unit, U,

for different enzyme (catalyst) concentrations.
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case there is a strong inhibition of the process due to
isolation of the monomers in fluid non-connective
domains. The relative yield for a general polymerization
reaction producing aggregates of k molecules
kR —>12,  with k= 2, 3,... is [49]
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where the mean number of reactants per domain in the

case of reticulated units is Pre,= 
 [R1

	which becomes[U INaom
1. For the quite common case of tetramerµcoot for Ndo n 

formation the reaction becomes inefficient even for a
very small number of domains per unit, as can be seen
in the representation of <0> as a function of Ndom , equa-
tion (6), for the cases of k=2, 3 and 4, Figure 11.

It is clear that in the real case of a phospholipid
mixture below the percolation threshold, all these physi-
ologically relevant reactions will become highly impro-
bable and by changing the physical-chemical state of
their membrane a cell could, in principle, control many
of its metabolic steps.

The effect on the yields is accompanied by a no
less noticeable modification of the reaction kinetics. We
have studied the kinetics of photodimerization of 12-(9-
anthroyloxy) stearic acid, 12AS, in a model system cons-

20	 40	 60

N dom

Figure I1 - Relative yield of a polimerization reaction for 20 mono-

mers per unit as a function of the number of domains per unit. Plots are

presented for the case of dimer (k=2), trimer (k=3), and tetramer (k=4).

tituted by a dispersion of cetyltrimethylamonium chlo-
ride, CTAC, and polyoxyethylene(10) lauryl ether,

C12E1 0, micelles [50]. In these systems two different
dimers are formed, one thermally unstable head-to-head
dimer, Dhh , and a stable head-to-tail dimer, Dht . The
global kinetic scheme of the reaction in micelles, inclu-
ding the steps of exit and entrance of the monomer, A,
in the micelles, is presented in the Scheme I. The exit
steps are slow, as can be seen in Table 1 where the rele-
vant rate constants involved in the process are presen-
ted, but for large irradiation times they lead to the
randomization of the system [50]. The relative order of
magnitude of the rate constants involved, is similar to
what is to be expected for phospholipid bilayers with
non-connective fluid domains: the reaction is nearly
diffusion controlled, and the interchange of molecules
between micelles model quite well the possible leakage
of reagents between separated fluid domains observed
in bilayers.

Scheme I

Table I - Steady-state photodimerization rate constant, k n , association

rate constant, k+, and exit rate constant, k-, for 12-(9-anthroyloxy) stea-

ric acid, 12AS, in micelles of cetyltrimethylamonium chloride, CTAC,

and polyoxyethylene(10) lauryl ether, C 12E 10 , according to Scheme I.

Surfactant kn k+ k-

(107 M-ls 1) (10 10 M's') (10-3 5')

CTAC 2.2 1.2 0.7

C12E10 8.9 1.6 30.

In Figure 12 a simulation of our system in CTAC,
irradiated with a typical light intensity and in the
absence of water solubility of the reagents, displaying
the time dependence of the apparent rate coefficient for
the reaction defined as

d[A2] 
dt

kapP = [A] [A 
*

]

Cw) = (6)

80
	

100

(7)
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is presented for several occupation numbers. The value
of the time-independent rate constant for a homogene-
ous phase with the same characteristics of the micelle
media is also shown for comparison. Due to the large
number of molecules left unreacted when the occupa-
tion number is small, see insert of Figure 12 where the
yield of the reaction is presented, the apparent rate coef-
ficient attains values near zero immediately after the
beginning of the irradiation.

Figure 12 – Theoretical simulation of a non-reversible photodimeriza-

tion reaction in a micelar system without exchange of monomers

between micelles. Variation of k 5 (d[A2 ]/dt)/[A] [Al, with time of

irradiation for mean occupation values of 0.3 (•••), 1.0 (–••–), 2.0 (–•–),

and 5.0 (– – –). The solid horizontal line, at the top, indicates the rate

constant of the same reaction in a homogeneous media with identical

characteristics. Inset: efficiency of dimerization in the homogeneous

(—) and comparmentalized (– – –) system as a function of the mean

occupation number, p.

The effect of the rate of entrance and exit from the
micelles, k+ and k-, is to reduce the difference between
homogeneous and compartmentalized media but, as
may be seen in Figure 13, only when the interchange is
quite fast the behavior approaches the one observed for
homogeneous media. It should, however, be noted that,
once interchange is considered, the theoretical relative
yield of the reaction is unity no matter how much time
the system will need to approach this maximum yield
[50].

The results obtained with this micellar system show
how important the distribution of reactants in non-
communicating compartments can be for the kinetics of
a bimolecular reaction triggered by an external factor,
light in our case.
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Figure 13 – Theoretical simulation of the disappearance of reactant

concentration as a function of time in a photodimerization reaction in

micelles when exchange between micelles is considered and compa-

red with the reaction in homogeneous phase (—). Curves are plot for

k- (s- ') = 0.0 (– – –), tx10 4 (--), 1x10-3(–.. ) , 
lx102 (...) , lxt0-4 (--),

10.0 (---),

Relevance to Biological Systems

In a recent paper we have discussed several conse-
quences of phase separations in membranes [9]. What
follows will be a brief synopsis of those considerations.

Biological membranes are the interface of commu-
nication between the cell and its environment.
Reception and processing of information from the envi-
ronment will, therefore, be conditioned by the ability of
the membrane to respond to external stimuli so that the
consequences of heterogeneity in this structure could
be quite significant. Processing of information involves
membrane protein activity at the unimolecular (first
order reaction) level and the ability of membrane
components to react with each other at the multimole-
cular (second or higher order reactions) level.

Conformation and dynamics of proteins, and as a
consequence their activity, is largely conditioned by the
environment. When a membrane protein encounters
itself in a given membrane phase, the physical (fluidity
and lateral pressure) and chemical (ionic environment,
charge and hydrogen-bonding ability) properties of that
phase may condition the activity of the protein [31]. This
concept can be applied to membrane-bound enzymes
and receptors. The relationship between membrane lipid
environment and membrane enzyme activity has been
well studied and it is not uncommon in receptor bioche-
mistry and pharmacology to encounter multiple affinities
of a single receptor species in a membrane for its ligand.
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Without excluding other plausible explanations, we
propose that these multiple affinities may be a conse-
quence of multiplicity of membrane environments for
the receptor population in a given membrane as the
consequence of phase coexistence in it.

As shown in the preceding sections, the effects of
membrane heterogeneity on reaction yields and reaction
kinetics can be quite significant. When reactants are
micro-compartmentalized, reaction yields are, in the
extreme case, limited to encounters at the phase bounda-
ries which implies a slow reaction rate and very low reac-
tion yields. In homogenous media the reactions proceed
to completion at a considerably faster, often diffusion-
controlled, rate. As a consequence, transitions between
heterogeneous and homogenous states, induced by
physical and/or chemical processes, will imply simultane-
ous transitions in the rate and yields of chemical reacti-
ons that occur in the system and could act as trigger
processes that may be important in cell physiology.

Assuming that membrane components (proteins
and lipids) show preferential partitioning (solubility)
behavior in different coexistent membrane phases, the
existence of heterogeneity raises questions with regard
to long-range diffusivity of these components. The range
and rate of diffusion is, as discussed earlier, a function
of the percolative properties of the membrane lipid bila-
yer. A considerable body of evidence indicates that
protein diffusion in cellular plasma membranes is gene-
rally hindered. This has been generally attributed to vari-
ous types of associative interactions of these proteins
both within and outside the membrane but can also be
interpreted in terms of the percolative behavior in a
heterogeneous membrane context [9].

Finally, microscopic and mesoscopic domains in a
membrane may be diffusionally trapped by specific
binding interactions of one or more of their components
with structures that are external to the cell. Situations
can be visualized in which such a diffusional trapping
forces domains of an identical phase to come in contact
with each other so that the phase boundary between
them disappears and the domain size grows. This sort of
growth can eventually lead to a macroscopic phase
separation as is seen in many cells. Elsewhere [9] we
have hypothetically described the formation of apical
and basolateral domains and the formation of the tight
junction in epithelia.
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The present paper provides a brief overview of
Molecular Thermochemistry research made at
Lisbon, throughout two decades. Those
experimental studies, which have been concerned
with the energetics of many organometallic,
organic, and inorganic substances, led to the
development of methods to estimate new data.
A few recent examples, including 13-elimination and
DNA-repair reactions, and the bonding in alkaline
metal alkoxides and fullerenes, were selected to
illustrate the energetics-structure-reactivity
relationship.

Apresenta-se, neste artigo, uma breve panorâmica dos
estudos sobre Termoquímica Molecular realizados em
Lisboa, nos últimos vinte anos. O trabalho experimental,
que envolveu uma variedade de compostos
organometálicos, orgânicos e inorgânicos, conduziu
também ao desenvolvimento de métodos de estimativa
de novos dados termoquímicos. Com o objectivo de
ilustrar a relação entre energética, estrutura e reactividade
moleculares, são apresentados alguns exemplos recentes,
incluindo reacções de eliminação 13 e de reparação do
ADN, bem como a investigação da natureza das ligações
químicas em fullerenos e em alcóxidos de metais alcalinos.

1. Is Molecular Thermochemistry
old-fashioned?

M olecular Thermochemistry aims to investigate
the stability of individual molecules. Stability is,
however, a fairly ambiguous concept. A water

molecule, which meets our intuitive criteria of endu-
rance, is promptly destroyed in the presence of sodium
atoms. Methane, with its four strong carbon-hydrogen
bonds, is easily consumed by reaction with oxygen.
Hydrogen peroxide, having a rather weak oxygen-
oxygen bond, may survive forever under appropriate
conditions. Therefore, a given molecule exists only
under certain physical and chemical environments. And
when it is said to be stable, one should ask: "Stable, rela-
tive to what?".
Thermodynamics provides the tools to analyze the type
of stability mentioned above, known as thermodynamic
stability. For instance, the yield of a chemical reaction in
the gas phase, at a given temperature and pressure, can
be calculated from the equilibrium constant (K), which
is related to the standard Gibbs energy of that reaction.

As indicated by the familiar equation 1, 4,G;;, can be
obtained from the standard enthalpy and entropy of the
reaction. 4,H,;, and 4,S,;, can in turn be derived from
the standard enthalpies of formation and the standard
entropies of reactants and products [1].

— RT In K= 4 , Gm = 4,1

A reaction Gibbs energy is therefore a measure of
the thermodynamic stability of a given molecule, under
given chemical and physical conditions. However, at room
temperature, the term TA,S° is often small compared
to A,.H',,, implying that the reaction enthalpy is the domi-
nant term in equation 1. As A,H , is calculated from
the standard enthalpies of formation, these quantities
can thus be regarded as gauges of thermodynamic stabi-
lity.

A large number of Molecular Thermochemistry
studies have been concerned with the thermodynamic
stability of chemical bonds rather than with the ther-
modynamic stability of molecules as a whole. Both
types of information - bond dissociation enthalpies

(1)
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(see Appendix) and enthalpies of formation, respecti-
vely - enable the calculation of reaction enthalpies. In
many occasions, however, the former are the only data
available. Consider, for instance, vitamin E (a-tocophe-
rol, TcOH; see Figure 1), which breaks the lipid peroxi-
dation cycle by reacting with a lipid peroxyl radical
(ROO') [2]. Although the enthalpies of formation of
reactants and products are unknown, the enthalpy of
reaction 2 can be calculated from equation 3 because
the enthalpies of the bonds cleaved and formed are
accessible.

R00'(sln) + TcOH(sln) ROOH(sln) +Tc0'(sln) (2)

A rHm(2) = DH°, n (Tc0 —H) —	 (ROO — H)	 (3)

recognized, for example, that a metal complex
M(L)°(C 2 H 5), where L represents a ligand like phos-
phine, cyclopentadienyl, etc., decomposes through a
mechanism known as 13-elimination. As observed in
Scheme 1, the destabilization of the four-centered transi-
tion state, due to the stretching of the metal-carbon
bond, is compensated by the formation of an incipient
metal-hydrogen bond. The pathway does not require the
simple cleavage of the M—C 6 bond. Hence, the ther-
modynamic stability cannot be inferred from the
decomposition temperature of the compound.

H ÇH2 	H
I	 CH2

L„M—C2H5	 L„ n --CH2 ^— L„M--- II
CH2

Figure 1 – Chemical structure of a-tocopherol.

The importance of bond dissociation enthalpies is
not confined to the calculation of reaction enthalpies.
They may also lead to insights into reaction kinetics and
mechanisms. For example, Ingold and coworkers have
found a correlation between the 0—H bond dissociation
enthalpies of several substituted phenols and the respec-
tive rate constants of the hydrogen abstraction reactions
by peroxyl radicals [3]. The low 0—H bond dissociation
enthalpy in vitamin E is consistent with a high rate cons-
tant of reaction 2 and is in keeping with the good antio-
xidant properties of this substance.

A general treatment of the fascinating bridges
between thermochemistry and kinetics is included in a
famous book by Benson [4]. Unfortunately, the relati-
onships are not always as simple as in the case of substi-
tuted phenols. It is often found that the kinetic stabilities
of molecules belonging to a given family do not corre-
late with their thermodynamic stabilities. The former,
being determined by the reaction mechanism, depend
on the size of the activation barrier and on other details
of the reaction profiles; the latter are simply determined
by the thermodynamics of reactants and products. In
other words, the instability of a molecule can have a
"purely" kinetic origin.

The distinction between thermodynamic and kine-
tic stability of a compound or a chemical bond was the
driving force to start the thermochemical studies in
Lisbon, some 20 years ago. The groups of Wilkinson and
Lappert had noted that the instability of some transition
metal compounds containing metal-carbon bonds
could have a kinetic root [5,6] and would not necessa-
rily imply that those bonds were weak. It had been

L„M—H + CH2=CH2

Scheme 1

In 1975, the controversy around the stability of tran-
sition metal-alkyl complexes stimulated the interest of
Romão Dias, head of the Organometallic Chemistry
group at 1ST, and Calado, head of the Experimental
Thermodynamics group at the same Institute. One of the
outcomes of joint discussions was the decision to hire a
graduate student to work on the project. Another was to
use some form of calorimetry to investigate the problem.
As this technique was not in their area of expertise, in
order to proceed more rapidly some outside help was
sought. Two groups (from the University of Manchester,
UK, and University of Porto, Portugal) gave a very signifi-
cant contribution during the first steps. The British group
(Skinner, Pilcher and Connor [7]) was the leading
authority on thermochemistry of organometallic
compounds and used several types of calorimetry, parti-
cularly Calvet (heat-flux) microcalorimetry. The inte-
rests of the Portuguese group, headed by Ribeiro da
Silva, were in thermochemistry of coordination comple-
xes. The main technique used in their studies was isope-
ribol reaction-solution calorimetry. To make a long story
short, after an undetermined number of attempts to
probe the thermochemistry of some molybdenum and
tungsten bis0> 5-cyclopentadienyl) complexes, M(Cp).,L2

(M = Mo, W; L = H, Me), anaerobic reaction-solution
calorimetry (RSC) was finally recognized as the best
method to investigate the thermodynamic stability of
those compounds [8,9]. Since then, RSC has been used
in Lisbon to study the thermochemistry of many organo-
metallic compounds, aiming to examine the systematics
of metal-ligand bond dissociation enthalpies and to
explore new methods to predict the enthalpies of reacti-
ons involving transition metal compounds. Some of this
work, now shared by people from three institutions
(Instituto Superior Técnico, Faculdade de Ciências da
Universidade de Lisboa, and Instituto Tecnológico e
Nuclear), has been reviewed elsewhere [10,11].
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Information about the stability of molecules and
bonds has been steadily accumulating throughout the
past two decades. The development of new experimen-
tal methodologies, in solution and in the gas phase, allo-
wed the thermochemical study of neutral and ionic
molecular species that are not amenable to classical
calorimetry. A pictorial overview of the main methods -
old and new - is shown in Figure 2. Here, it is delibera-
tely stressed that bond energies (or bond enthalpies),
rather than enthalpies of formation, are the goal of most
studies in modern thermochemistry. As noted above,
there are many molecules for which only bond dissocia-
tion enthalpy data are available, this being especially
true for organometallic compounds [11,12]. But
perhaps the most striking feature of Figure 2 is the large
number of techniques that have contributed to the
present knowledge in Molecular Thermochemistry.
Actually, the number is even higher than indicated,
because some gas phase techniques and some auxiliary
methodologies have been omitted. Why then, such a
variety? The answer is quite simple: the investigation of
the stability of any molecule is a very specific task. The
choice of a given technique is often dictated by the
nature of atoms that constitute the molecule, by its
physical state, and by its lifetime.

Despite all the efforts to increase the amount and
the quality of thermochemical data, there are still many
important gaps to be filled. Today, the databases of
enthalpies of formation and bond dissociation enthal-
pies are fairly large [12-17], particularly for organic and
inorganic substances, but there is (and there will always
be) a large difference between the sizes of those databa-
ses and the virtually infinite number of known molecu-
les. As a result, several empirical methods for estimating
those data have been developed [4,13,17-20]. It can be

anticipated that these research lines will have increased
importance in the future, but their progress depends on
the availability of experimental data, needed to test the
reliability of the estimates and also to "calibrate" quan-
tum chemical calculations. Computational Chemistry
methods have been playing a rather significant role in
Molecular Thermochemistry and some of them afford
highly reliable results, for many species. The fast impro-
vement of hardware and software will strengthen that
role and Computational Chemistry will replace many
experimental methodologies.

From what has been said in this short outline,
which included a short digression through the origins of
the "Lisbon group", it seems clear that Molecular
Thermochemistry is not a science from the past. No
doubt that some of the techniques in Figure 2 are over
100 years old. It is also true that the available empirical
estimation schemes and Computational Chemistry
methods are often reliable enough to replace laboratory
work. But it is also a fact that many more enthalpies of
formation and bond enthalpy data are needed to
improve our understanding of chemical structure and
reactivity, whose relationship is in the core of modern
chemical research [21 ] .

The present interest in Molecular Thermochemistry
is best demonstrated by the variety of recent experimen-
tal techniques, depicted in Figure 2, which have exten-
ded our ability to study the energetics of species like
short-lived ions and radicals. Furthermore, the selected
examples addressed in the following paragraphs show
that the use of "classical" methods, such as calorimetry,
still have a significant and unreplaceable role. The most
classical of them all, combustion calorimetry, is funda-
mental to probe the thermochemistry of molecules such
as buckminsterfullerene. Finally, a single example of an

Figure 2 — Methods used to study the thermochemistry of chemical bonds.
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area where the present thermochemical knowledge is

rather scanty: the solvation of free radicals. The combi-

nation of gas-phase and solution data, obtained from

some of the techniques displayed in Figure 2, will refine

our understanding of the solvent effect on the chemical

behavior of those species.

2. [3-Hydride Elimination

As stated above, bond dissociation enthalpy

data, DH" (M — L) (M = metal center; L = ligand), obtai-

ned from reaction-solution calorimetry experiments,

have been used, by us and others, to investigate trends

in the chemical reactivity of organometallic complexes.

The scope of these studies can be illustrated by the

discussion of the 13-hydride elimination reaction

(Scheme 1), which is the most important decomposition

pathway for transition metal, lanthanide and actinide

alkyl complexes containing 3-hydrogen substituents,

and a key elementary step in many catalytic cycles [22].

For ethyl (Et) and butyl (Bu) derivatives the reaction

can be represented by equations 4 and 5, respectively.

LnM–Et —> L.M–H + H,C=CH 2 	(4)

L„M–Bu Ln M–H + H 2C=CHC 2H5 (5)

Ln M is a coordinatively unsaturated metal complex

with n ancillary ligands, L. The enthalpies of reactions 4

and 5, D , H;; (4) and A , H;; (5), can be related to bond

dissociation enthalpies by equations 6 and 7, respecti-

vely.

Table 1. Enthalpies of P.-hydride elimination reaction for various transi-

tion metal and actinide systems (reactions 4 and 5; see text and

Appendix). Data in kJ/mol.

Complex a

L=Et L=Bu

Th(Cp*) 2L2 82±11 63±14

Th(Cp*) 2 (O-t-Bu)L 94±11 72±18

Th(Cp*),(CI)L 77±11 66±16

Th(Cp*),[OCH(t-Bu) 2 ]L 113±18 102±18

U(Cp*) 2 [OSi (t-Bu) (Me) 2 ] L 109±10 98±14

Zr(Cp*) ZL2 79±7 68±12

Hf(Cp*) 2 L2 94±11 72±15

Mo(Cp) 2L2 51±13 41±17

Mo(Cp)(CO). ;L 55±13 44±15

w(Cp) 2Lz 44±8 33±13

Mn(CO) 5L 76±12 65±16

Rh(tmp)L 104 93

I r(CI) (CO) (PMe,i) 2 (I) L 39+2 20+22

Pt(PR3),(CI)L 51±37 408

a Cp* = rl'-C-Me ; ; Imp = 5,10,15,20-tetrakis (2,4,6-trimethylphenyl)porphy-
rinato dianion.

cyclic alkene from a cyclic alkyl. Recent reaction-solu-

tion calorimetry studies of Zr(Cp) 2 (CI)R (R = H, alkyl)

complexes allow us to make these comparisons (reacti-

ons 8-11) [37].

Zr—H +

(8)

Zr	 Zr—H + \/\/-\

A,H ,;, (4) = DH" (M–Et)+ DH" (C 2H-4H)–DH°(M–H) (6)	 (9)

A,Hm (5) =DH°(M–Bu)+ DH "(C4H–gH)– pH" (M–H)(7)
	 Zr	 Zr—H + \	 /NZ

(10)

Table 1 lists enthalpies of [3-hydride elimination for

various organometallic systems. These values were

calculated from DH ° (C 2 H 4–H) = 151.5±4.0 kJ/mol

[11,13] and DH ° (C4 Hg H) = 144.1±8.0 kJ/mol [11,13],

and from the experimentally measured or estimated

M—H, M—Et and M—Bu bond dissociation enthalpy data

indicated in the Appendix [10,11,23-36]. Analysis of

Table 1 suggests that, with the notable exception of the

rhodium system, the reaction is more endothermic, and

therefore less favorable, for actinides and early transi-

tion metal complexes, than for late transition metal

complexes. In addition, [3-hydride elimination from a

butyl ligand to give 1-butene is more favorable than the

corresponding reaction for an ethyl ligand.

In reactions 4 and 5 a terminal alkene is generated

by [3-hydride elimination. It is interesting to compare the

thermochemistry of this type of reaction with that of a

reaction in which a non-terminal alkene is formed, and

also with the thermochemistry of a reaction that yields a

Zr—H +

The enthalpies of reactions 8-11 are given by equa-

tions 12-15 where Hx = hexyl, Cy = cyclohexyl,

A , H; (8) =DH (Zr–Hx) + DH (1 -hexene–H) – DH (Zr–H)
(12)

H: (9) = DH (Zr–Hx) + DH (E-2-hexene–H) – DH (Zr–H)
(13)

A , Hm (10) = DH (Zr–Hx)+ DH (Z-2-hexene-H) –DH (Zr–H)
(14)

A Hm (11) = DH (Zr–Cy) + DH (CY-hexene-H) – DH (Zr–H)
(15)
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By using, DH°(Zr—H) = 364±5 kJ/mol [37], DH°
(Zr—Hx) = 317±10 kJ/mol [37], DH° (Zr—Cy) = 319±7
kJ/mol [37] , DH° (1-hexene—H) = 141.4±8.2 kJ/mol
[11,13], DH°(E-2-hexene—F1) = 131.0±8.1 kJ/mol [11,13],
DH° (Z-2-hexene—H) = 132.6±8.1 kJ/mol [ 11,13] , DH° (cy-

hexene—H) = 155.1±4.0 kJ/mol [ 11,13] , it is concluded
that A rH°„(8) = 94±14 kJ/mol, A,H°„(9) = 84±14 kJ/mol,
A,H°„(10) = 86±14 kJ/mol, and A,H°„(11) = 110±10
kJ/mol. These results indicate that, at least for this Zr
system, it is less favorable to obtain a terminal alkene
from a linear alkyl ligand coordinated to a metal center
by 0-hydride elimination, than a non-terminal alkene. It
can also be concluded that it is less favorable to gene-
rate a cyclic alkene from the parent coordinated cyclic
alkyl, than a linear (terminal or non-terminal) alkene
from the parent alkyl ligand. Note that, since DH°
(Zr—Hx) DH° (Zr—Cy), this last conclusion is mainly
due to the fact that DH° (cy-hexene—H) considerably
exceeds DH° (1-hexene—H), DH° (E-2-hexene—H), and
DH°(Z-2-hexene—H).

We have been discussing reactivity trends based
on the exothermicity or endothermicity of a reaction,
more exothermic meaning more favorable conversion
of reactants into products. However, as stated above,
the thermodynamic driving force of a chemical reaction
is measured by the Gibbs energy of reaction, which, in
addition to an enthalpic contribution also includes an
entropic term (equation 1). A large and negative A rH°„
(a very exothermic reaction) in conjunction with a large
and positive TA T S°„ will favor the yield of the reaction.

It has already been noted that the enthalpic term
usually dominates the entropic term around room
temperature. This explains why A,,5°„ is frequently igno-
red in the discussion of reaction thermochemistry. In
some cases, however, TA,S°„ makes an important contri-
bution or even determines the sign of A r G°,. For exam-
ple, studies of reaction 16 in tetrahydrofuran, lead to
A rH°„ (16) = -30.5 kJ/mol and TA T S°„ (16) = -31.9 kJ/mol,
at 298.15 K [38]. This corresponds to A r G°„ = 1.4 kJ/mol.
In this case, ignoring the entropic contribution (i.e.
making A,G°, A,H°„) results in an extremely large error
in the value of the equilibrium constant (K = 1.8x105

instead of K= 0.57).

Cr(CO)3(PCy3)2 (sin) + H2 (sin) —> Cr(CO)3(PCy3)2(42-H2) (sln)
(16)

Fortunately, the entropy of a reaction essentially
depends on the net change of the internal and external
degrees of freedom between reactants and products
and not on the types of bonds broken and formed.
Therefore, A,S°„ for organometallic reactions can
frequently be identified with known A rS°„ values for
model organic or inorganic reactions that mimic the
changes in degrees of freedom of the organometallic
reaction [39]. For example, an estimate of the entropy
of reaction 11 can be made by using reactions 17 or 18
as models. The values of TA,S°, at 298.15 K, for reactions

17 and 18, are 42.7 kJ/mol and 45.8 kJ/mol, respectively
[16,40]. Note that, although different reactants and
products are involved in reactions 17 and 18, the corres-
ponding entropy changes are similar. It is therefore
expected that the TA,S°,,, value for reaction 11 can be
identified with the average of the two above values, ca.
44 kJ/mol, with a small error (less than 5 kJ/mol). The
exercise can be repeated for reaction 8 by using reacti-
ons 19 and 20 as models. In these cases, TA TS°„ = 37.9
kJ/mol and TA,S°„ = 42.6 kJ/mol, respectively. The
values are very similar to those obtained for reactions 17
and 18, showing that, in general, for 0-hydride eliminati-
ons an entropic contribution of ca. 35-45 kJ/mol should
be considered. This reaction is thus favored by a TA,S°„
term which may offset A rH°, for late transition metal
systems (Table 1).

(g)	 H2 (g) +

CH3

(g) -1” CH4 (g) +

VW (g) -> H2(g) + %^ (g)
(19)

(g)	 CH4(g) + \7\/ (g)
(20)

3. Alkaline Metal Alkoxides

The thermochemistry of sodium and lithium alko-
xides has been the subject of two publications from our
group [41,42]. This work, which has now been extended
to other metals (K, Rb, Cs, Mg, Ca) [43], is recalled here
to illustrate a typical application of reaction-solution
calorimetry results in the area of solid-state Inorganic
Chemistry. The data will also be used to make a very
brief description of a procedure for estimating standard
enthalpies of formation of inorganic and organometallic
compounds, which we like to call Tina's method, after
our colleague (Clementina Teixeira, 1ST) who first
suggested it.

The standard enthalpies of formation of the crystal-
line compounds MOR, where M = Li or Na, and R is an
alkyl group, have been derived from the enthalpies of
their reactions with water or with aqueous hydrochloric
acid solutions. As shown in Figure 3, when A 1H°„ (MOR,
cr) are plotted against the standard enthalpies of forma-

(g)	 (17)

(g)	 (18)
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Figure 3 — Standard enthalpies of formation of sodium (squares) and

lithium (triangles) alkoxides versus the standard enthalpies of forma-

tion of the corresponding alcohols.

A,- H; (MOR,cr)=aA r H::,(ROH,1) + b (21)

M(g) + RO(g)

M(cr) + RO(g)

M(cr) + 0 .502(g) + YC(cr) + XH2(g)

M+(g) + RO(g) + e (g) 

1 IE(M)+2.5RT	 -EA(RO)-2.5RT

M+ (g) + RO -(g)

(i + 2RT

MOR(cr)

tion of the respective liquid alcohols, A FH°„ (ROH, 1),
good linear correlations are observed in the case of R =
n-alkyl. The relationships are described by equation 21,
which can then be used to estimate enthalpies of forma-
tion of other n-alkoxides by using literature data for
A,H°, (ROH, 1).
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of the alkoxides, through the Born-Haber cycle shown in
Figure 4, or, alternatively, by deriving the heterolytic
MOR bond dissociation enthalpies, DH°(M+— OR"),
through the cycle in Figure 5. It was found that the
lattice energies of the alkoxides are only less than ca.
10% lower than the lattice energies of the hydroxides,
U°(NaOH) = 886.4 kJ/mol and U°(LiOH) =1028.4 kJ/mol,
which have a rather ionic M—OR bond. A similar varia-
tion has been observed for the heterolytic bond dissoci-
ation enthalpies.

The thermochemical cycle in Figure 5 also affords
estimates of the sublimation enthalpies of the alkoxides,
by using the DH°(M—OR) and U°(MOR) data. This is
particularly useful because these quantities are not easy
to obtain experimentally for many ionic-type com-
pounds. It has been concluded that Ascr H°,(MOR) for the
n-alkoxides are in the range of 215-230 kJ/mol [41, 42].
Incidentally, the value calculated for LiOMe, 216 kJ/mol,
together with the experimental value for A FH' (LiOMe,
cr) = -433.02.4 kJ/mol, leads to A,H°,, (LiOMe,g) = -217
kJ/mol, which is in excellent agreement with a theoreti-
cal result derived by Sana et al., -214 kJ/mol [55].

-240	 -220

The method illustrated by this equation has been
applied to numerous organic, inorganic and organome-
tallic families of molecules and subject to a detailed
analysis [18,37,41,42,44-54]. Here only a few aspects will
be emphasized. First, note that the points for R = t-Bu lie
clearly above the line, i.e. their enthalpies of formation
are higher than expected from the enthalpy of formation
of t-butyl alcohol. It has been suggested that these desta-
bilizations may be related to different solid state structu-
res of the alkoxides rather than to steric effects [42].
However, it has also been shown that a simple modifica-
tion of equation 21, which includes the group electrone-
gativities of RO in the molecules MOR (M = Li, Na) and
ROH, allows to fit all the experimental data within a few
kilojoules, indicating that the "high" values have - at
least in part - an electronic origin [42].

Another interesting use of equation 21 is that it
enables to estimate gas-phase MO—R bond dissociation
enthalpies. For the alkoxides that fit the correlation, it is
possible to conclude that the differences DH° (M—OR) —
DH°(RO—H) are approximately constant [41,42]. As the
0—H bond dissociation enthalpies in alcohols fall in a
narrow range, with an average of ca. 499 kJ/mol,
< DH°(Li—OR) > = 394 kJ/mol and < DH°(Na—OR) > =
280 kJ/mol could be derived [41,42].

The strongly ionic nature of the MOR bond has
been confirmed by calculating the lattice energies, U°,

Figure 4 —Born-Haber cycle for alkaline metal alkoxides. IE(M) and

EA(RO) are the ionization energy of the alkaline metal and the adiaba-

tic electron affinity of the alkoxy radical, respectively.

M (g) + RO (g)

DfP(M-0R)	

!EI(M)	 I_E.4(Ro)

MOR(g) 
 DIP(M R) 

 M+( g) + RO -(g)

oRit
	

(P +2RT

MOR(cr)

Figure 5 — Thermochemical cycle for estimating the enthalpies of subli-

mation of alkaline metal alkoxides.
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4. They came from outer space!

The search for complex molecules in the shell of
gas and dust surrounding red giant stars, and for the
origin of the diffuse interstellar bands, led to what is
probably the most revolutionary discovery in chemistry
in the latest years - the fullerenes [56]. Until 1985, only
six crystalline forms of carbon were known: two forms
of graphite, two forms of diamond, chaoit and
carbon(VI). But in September 1985, a new form of
carbon, C60 , shaped like a soccer ball (Figure 6), was

C60
	

C70

Figure 6 — The structures of the two most famous fullerenes: Cm and C70 .

postulated by a group led by Kroto from Sussex
University, U. K., and Smalley and Curl, from Rice
University, U. S. A. [57]. The existence of this species
was proposed from mass spectral evidence obtained in
experiments involving laser vaporization of graphite in a
laser-supersonic cluster beam apparatus. The Cb0 mole-
cule and the related C70 (Figure 6) were finally isolated
in 1990 by a team composed of Krãtschmer and
Fostiropoulos from the Max Planck Institute of Nuclear
Physics in Heidelberg, Germany, and Lamb and
Huffman, from the University of Arizona, U. S. A. [58].
There is now a whole galaxy of fullerenes, extending
well beyond C 100 , as well as other carbon structures
such as carbon nanotubes. The chemistry of the fullere-
nes is also undergoing rapid development and many
organic, inorganic, and organometallic derivatives have
been prepared [59]. For the discovery of the fullerenes
Kroto, Curl and Smalley were awarded the 1996 Nobel
Prize in Chemistry.

The enthalpies of formation of C60 and C70 are key
values to establish the thermodynamic stability of these
molecules, and also to assess the results of Computa-
tional Chemistry methods that are used to predict the
properties of the fullerenes and their mechanisms of
formation. Microcombustion calorimetric experiments
in our laboratory led to A,H°„ (C60, cr) = 2278.1±14.4
kJ/mol and A,H°„ (C 70 , cr) = 2577.8±16.2 kJ/mol, at
298.15 K [60,61]. Statistical mechanical calculations of

the heat capacities of gaseous C60 and C70 as a function
of the temperature, in conjunction with a critical survey
of the literature data for their heat capacities in the
crystalline state and their enthalpies of sublimation,
enabled to derive the enthalpies of formation of gaseous
C60 and C70 , at 298.15 K [60-62]. The obtained results are
compared in Table 2 with other experimental [60,61,63-
68] and theoretically predicted [69-88] values, reported
in the literature.

The agreement between the experimental results in
Table 2 is far from satisfactory. It is however sufficient to
set reliable upper and lower limits for A,H°, (C60 , g) and
4,1-i°„ (C 70 , g). These limits can be used to assess the
theoretical predictions, which show much larger discre-
pancies (Table 2). In general, the results of the ob initio
methods, or of semi-empirical calculations specifically
parameterized for fullerenes, are closer to the experi-
mental values. It is also interesting to note that the empi-
rical group additivity method of Armitage and Bird [78],
which is based on enthalpy of formation data for polycy-
clic aromatic hydrocarbons, predicts the enthalpies of
formation of C60 and C70 with remarkable accuracy.

The data in Table 2 also indicate that the enthalpy
of formation per carbon atom, A,H°„ In (n = number of
carbon atoms in the fullerene), is smaller for C70 than for
C60 . This conclusion supports the theoretical prediction
that a general tendency exists for a decrease of A,H°„ In,
towards zero, with the increasing size of the fullerenes
[89] - the bigger the fullerene the closer its structure
becomes to that of graphite, which has A,H°„ In = 0. It
also indicates that, at room temperature, C70 is ther-
modynamically more stable than C60.

The carbon-carbon mean bond dissociation
enthalpies, DH' (C,- - C,-) , for C60 and C10 , can be deri-
ved from equation 22. Here, m is the number of bonds
in the fullerene (m = 90 for C60 and m = 105 for C70) and
4,H°„ is the enthalpy of atomization of the fullerene, i. e.
the enthalpy of reaction 23.

DH "(C 	
22

m	 ( )

C„ (g) —> nC (g)	 (23)

The enthalpies of atomization of C60 and C 70 can
be calculated from A,H°„ (C, g) = 716.68±0.45 kJ/mol
[90] and the enthalpies of formation of the fullerenes in
Table 2. When these data are used with equation 22 it
is possible to conclude that DH" (C,- - C, ) is in the range
448.9-450.5 kJ/mol for C €0 and in the range 451.2-453.2
kJ/mol for C70 . Thus, DH" (C, - C,.) is slightly larger in C70
than in Cb0 , as expected from the above conclusion that,
at room temperature, C 70 is thermodynamically more
stable than C60 . For comparison, the bond enthalpy
terms for single, double, and aromatic C-C bonds are
E(C-C) = 357.6 kJ mol, E(C=C) = 556.5 kJ mol, and
E(Ce C b)=498.6 kJ/mol [17].
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Table 2. Comparison between experimental and theoretical results for the enthalpies of formation of C60 and C70 in the gas phase.

A,Hm(g) / (kJ/mol)
,	 Method Reference

C60 C70

1197 1443 MMP2 69

2175 2438 MM2 70

2217 ab initio SCF 71

2611 MNDO calibrated using experimental data for C60 72

2322 2465 Tight-binding hamiltonian 73

2398 2676 MM3 74

2401 2665 MM3 64, 75

2435 ab initio STO-3G and extrapolation method 76

2510 2661 ab initio HF-LYP/DZP//MNDO 77

2653 2714 Group additivity method 78

2785 MNDO calibrated using experimental data for C60 79
2615 2790 ab initio HF/STO-3G 74
2812 ab initio HF/6-31G*/ISTO-3G and group additivity method 80

2884 3051 MNDO calibrated using data for graphite 69, 81
3012 ab initio STO-3G and group additivity method 82

3392 3699 PM3 72, 79, 83
3700 PM3 84

3633 3930 MNDO, standard parameters 72, 79

3637 3954 MNDO, standard parameters 81, 83, 85- 87,
4069 4443 AM 1 72, 79
4072 4485 AM 1 69
4092 PRDDO 88
2459±14a 2788±21b Experimental 60,61
2454±15a 2585±22k Experimental 63
2508±1 7a 2765±22i" Experimental 64
2463±10a Experimental 65
2603±14a Experimental 66
2536±15a Experimental 67
2540±10a Experimental 68

a Calculated using A;',H°„ (CO = 181+2 kJ/mol, at 298.15 K [621.

b Calculated using A^ ,H,, (C 71 = 210±13 kJ/mol, at 298.15 K, selected in reference 61.

5. Energetics of DNA Repair by DNA
Photolyases

Exposure of DNA to ultraviolet radiation results in
the formation of pyrimidine dimers, as a consequence
of a cycloaddition reaction between two neighbor pyri-
midines in the double helix (Scheme 2) [91]. This reac-

tion constitutes the highest quantum yield damage
caused to DNA by UV-light [91]. In a wide variety of
living organisms, the lesion can be reversed, in a light-
assisted process, by enzymes called DNA photolyases
(Scheme 2) [92].

As can be seen in Scheme 2, the repair process
involves the cleavage of a cyclobutane ring. For reac-
tion 24, at 298.15 K, 4,H°„ = 76.5±0.8 kJ/mol [13] and
TA , S°„ = 51.4 kJ/mol [40], implying that A,G°„ = 25.1
kJ/mol. This result could suggest that the repair process
might be endergonic. In order to test this hypothesis and
to understand the driving force of the enzyme action,
the enthalpies of formation of compounds 1 and 2
(equation 25) were determined by microcombustion
calorimetry. The obtained values, A,H°,(1, cr) = -
1006.6±3.7 kJ/mol and A, H°,(2, cr) = -1116.6+3.7 kJ/mol,
lead to an enthalpy of —110.0±5.2 kJ/mol for the clea-   

hv(UV) 

h v (visible)

DNA photolyase

Scheme 2  

O 0
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6. Conclusion

(g) -- II (g) + II (g) (24)

(cr)

N O

s	
L'COOCH3 

N" \

oII

/ \N

 (cr)
N O

L
'COOCH3

2	(25) 

LH3

vage of the model photodimer 1 (reaction 25) [93]. This
reaction should also have a positive entropy contribu-
tion, and therefore, contrary to reaction 24, is exergonic.
In conclusion, although photoenzymes can induce
strongly endergonic reactions through the formation of
a high energy enzyme substract complex, this is not the
case of DNA photolyases, as suggested by our study:
according to the model used, the role of the enzyme is
purely kinetic.

It is also interesting to note that the exothermicity
of reaction 25, when compared to the endothermicity of
reaction 24, reflects the additional strain in the pyrimi-
dine photodimer, when compared to the simple cyclo-
butane ring, and the formation of the more stable delo-
calized double bond in the pyrimidine ring.

Acknowledgements

We wish to acknowledge the enduring support,
scientific contribution, and friendship of Professor A. R.
Dias (1ST), throughout 20 years of experiments and esti-
mates. We also thank Dr. Clementina Teixeira (IST), Dr.
Hermínio Diogo (1ST), Dr. João Paulo Leal (ITN), and
Dr. Palmira Ferreira da Silva (1ST), for their expert work,
which provided the examples given in this paper,
and for many stimulating discussions. The financial
support of our research, provided by the PRAXIS XXI
Program, Portugal (PRAXIS/2/2.1/QUI/51/94), is gratefully
acknowledged.

Appendix

The definition of the most common thermochemi-
cal quantities, such as standard enthalpy of formation,
can be found in Physical Chemistry textbooks [ 1 ] .
Other, more specific, thermochemical quantities, refer-
red to in this paper, are discussed, for example, by Cox
and Pilcher [17]. Nevertheless, for the sake of clarity,
some definitions are given below.

Consider the methane molecule. The C-H bond
dissociation enthalpy, DH°(CH 3 -H), is the enthalpy of
the following reaction:

CH4(g) -> CH3 (g) + H(g)

The four examples described in the previous para-
graphs, which stemmed from our own research interests
or were the result of fruitful collaborations with other
groups, illustrate how we have been using thermoche-
mical methodologies to examine several issues in diffe-
rent areas of Chemistry. As hinted by the discussions
above, some of these problems are still being addressed
by more laboratory work. The thermodynamic stability
of organometallic substances and metal-ligand bonds,
for instance, which has been at the center of our rese-
arch interests for many years, still plays a significant role
in our group's activity. Besides new experiments and the
development of estimation methods, the work in this
area now includes a general critical analysis of all the
data available in the literature [12].

The above case-studies involved only the two main
techniques that so far have been used in our research -
reaction-solution calorimetry and microcombustion
calorimetry. More recently, other experimental methods
(photocalorimetry, photoacoustic calorimetry, and ion-
cyclotron resonance mass spectrometry) have been
added to our thermochemical tools, allowing to extend
the range of problems we wish to address. Photocalori-
metry has enabled to probe the thermochemistry of
some light-induced reactions [94]. Photoacoustic calori-
metry, and ion-cyclotron resonance mass spectrometry
will enable, for example, to investigate the solvation
energetics of transient species.

The mean C -H bond dissociation enthalpy,
DH°(C-H) , is one fourth of the enthalpy of atomization
of methane:

CH4(g) -› C(g) + 4H(g)

The concept of bond enthalpy term, E, can be
better illustrated by using ethane as an example. The
C-C and C-H bond enthalpy terms in this molecule are
the quantities whose sum reproduces the enthalpy of
atomization of C 2H 6 . In this atomization reaction, one
C-C bond and six primary C-H bonds are cleaved:

C,H6(g) -+ 2C(g) + 6H(g)

0 H;; = E(C-C)+6E(C-H) P

All species above are in their standard states and at
298.15 K.

Bond dissociation enthalpies (and bond enthalpy
terms) should only be defined in the ideal gas phase
because otherwise they would be affected by intermole-
cular interactions. However, from a practical point of
view, solution-phase bond dissociation enthalpies, DH;¡„ ,
are often used, since many important reactions occur in
solution. Also, reliable solvation enthalpy data are very
scarce, hindering the calculation of gas phase values
from solution experiments. The C-H bond dissociation
enthalpy of methane in solution, DH;¡ ° (CH, -H), would
be defined as above, with all the species (reactant and
products) in solution, at infinite dilution.
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Appendix - Bond dissociation enthalpies for various transition metal and actinide complexes [10,11,23-36]. Data in kJ/mol.a

Complex
DH°(M - L) or	 DH ° (M - L)

L=H L=Et L=Bu

Th(Cp*)2L, (388±6)b 318±8 307±9

Th(Cp *) 2(O-t-Bu)L (388±6)h 330±8 316±15

Th(Cp*)2(C] )L (388±6)h 313±8 (310±12)°

Th(Cp*)2[OCH(t-Bu) 2]L 389±6 (3501±7)d 347±15

U(Cp*) 2 [OSi(t-Bu)(Me)2]L 342±5 (299±7)e (296±10)e

Zr(Cp*)2L, 339±2 (266±5)r (263±8)1

Hf(Cp*)2L, 346±7 (288±8)g 274±10

Mo(Cp),L, 257±8 156±9 154±12

Mo(Cp)(CO),L 282±6 (185±11)h (182±11)b

W(Cp)2 L2 311±4 (203±5)' (200±9)'

Mn(CO)S L 245±10 (169±641 (166±941

Rh(tmp)L 251 203 (200)k

Ir(C1)(CO)(PMe3 ) 2 (I)L C + (109±15)l C - (41±0) [C - (15±14)]m

trans-Pt(PR 3),(Cl)H 307±37 (R = Ph) 206 (R = Et) (203)"

Values in parentheses are estimates.
h Average of DH" (Th — H) = 384±6 kJ/mol in Th(Cp*) 2 [0-2,6-(t-Bu) 2C 6H 3 ]H, DH"(Th—H) = 389±6 kJ/mol in Th(Cp*) 2 [O-CH(t-Bu),]H, and DH" (Th-H) =

390 kJ/mol in [Th(Cp*) 2 H] 2 .

Estimated from OH' (Th-Et) = 313±8 kJ/mol, DH" (Et-H) = 421±4 kJ/mot, and DH` (Bu-H) = 418 kJ/mol, by assuming that DH° (Th—Et) DH' (Th-Bu)

= DH" -(Et-H) DH' (Bu-14).

d Estimated from DH" (Th-Bu) = 347±15 kJ/mol, by using the assumption in note c.

e Estimated from OH' (U-Me) = 317±6 kJ/mol, in U(Cp*) 2 [OSi(t-Bu)(Me),]Me, DH"(Me—H) = 439.4±0.8 kJ/mol, OH" (Et-H) = 421±4 kJ/mol, and OH"

(Bu-H) = 418±8 kJ/mol, by assuming that DH"(U —Me) — DH" (U-Et) = DH"(Me—H) DH" — (Et-H) and OH" (U-Me) - DH"(U—Bu) = DH° (Me—H) - DH"

(Bu-H).

f Estimated from DH" (Zr-Me) = 284+2 kJ/mol, in Zr(Cp*) 2Me2 , by using the method described in note e.

s Estimated from DH"(Hf—Me) = 306±7 kJ/mol, in Hf(Cp*) 2 Me2 , by using the method described in note e.

h Estimated from DH° (Mo—Me) = 203±8 kJ/mol, in Mo(Cp)(CO) 3Me, by using the method described in note e.

Estimated from DH"(W-Me) = 221 kJ/mol, in W(Cp) 2Me2 , by using the method described in note e.

I Estimated from D  (Mn-Me) = 187±4 kl/mol, in Mn(CO) SMe, by using the method described in note e.

k Estimated from DH" (Rh-Et) = 203 kJ/mol, in Rh(tmp)Et, by using the assumption in note c.

C is an arbitrary constant.

e Estimated from DH" (Ir-Me) = C + (6±11) kJ/mol in Ir(CI)(CO)(PMe 3) 2 (1)Me, using the assumption indicated in note e.

" Estimated from DH" (Pt-Et) = 206 kJ/mol in trans-Pt(PEt3)2(CI)Et, using the method indicated in note c.

54
	

Rev. Port. Quím. 4 (1997)



References

1. P. W. Atkins, Physical Chemistry (5th ed.); Oxford University Press:

Oxford, 1994.

2. G. W. Burton, K. U. Ingold, Acc. Chem. Res. 19 (1986) 194.

3. G. W. Burton, T. Doba, E. J. Gabe, L. Hughes, F. L. Lee, L. Prasad, K. U.

Ingold, J. Am. Chem. Soc. 107 (1985) 7053.

4. S. W. Benson, Thermochemical Kinetics; Wiley: New York, 1976.

5. G. Wilkinson In Proceedings of the 5th International Conference on

Organometallic Chemistry, Moscow, 1971; Butterworths: London, 1972.

6. P. J. Davidson, M. F. Lappert, R. Pearce, Chem. Rev. 76 (1976) 219.

7. G. Pitcher, J. Chem. Thermodynamics 28 (1996) 1195; Chem. Brit. 32,

No. 9 (1996) 76.

8. J. C. G. Calado, A. R. Dias , J. A. Martinho Simões, M. A. V. Ribeiro da

Silva, J Chem. Soc., Chem. Commun. (1978) 737.

9. J. C. G. Calado, A. R. Dias, J. A. Martinho Simões, M. A. V. Ribeiro da

Silva, J. Organometal. Chem. 174 (1979) 77.

10.A. R. Dias, J. A. Martinho Simões, Polyhedron 7 (1988) 1531.

11.J. A. Martinho Simões, J. L. Beauchamp, Chem. Rev. 90 (1990) 629.

12.J. A. Martinho Simões, N/ST Organometallic Database, to be released.

13. J. B. Pedley, Thermochemical Data and Structures of Organic

Compounds; TRC Data Series, Vol. I; Thermodynamics Research Center:

College Station, 1994.

14. W. G. Mallard, General Editor N/ST Chemistry WebBook

(http://webbook.nist.gov/chemistry); NIST Standard Reference Database

69 - February 1997 Release.

15. W. Chase, Jr., C. A. Davies, J. R. Downey, Jr., D. J. Frurip, R. A.

McDonald, A. N. Syverud, JANAF Thermochemical Tables (3rd ed.); J.

Phys. Chem. Ref Data 14 (1985), Suppl. No. 1.

16.D. D. Wagman, W. H. Evans, V. B. Parker, R. H. Schumm, I. Halow, S. M.

Bailey, K. L. Chumey, R. L. Nuttall, The NBS Tables of Chemical Thermody-

namic Properties; J Phys. Chem. Ref Data 11 (1982), Suppl. No. 2.

17.J. D. Cox, G. Pitcher, Thermochemistry of Organic and Organometallic

Compounds; Academic Press: London, 1970.

18. J. A. Martinho Simões, M. E. Minas da Piedade, In Energetics of

Organic Radicals; J. A. Martinho Simões, A. Greenberg, J. F. Liebman,

Eds.; SEARCH Series, Vol. 4; Blackie: London, 1996; Chapter 6.

19. G. C. Vogel, R. S. Drago, J. Chem. Ed. 73 (1996) 701, and references

cited therein.

20. Y.-R. Luo, S. W. Benson, Acc. Chem. Res. 25 (1992) 375, and referen-

ces cited therein.

21. See, for example, The Chemical Bond, Structure and Dynamics; A.

Zewail, Ed.; Academic Press: San Diego, 1992.

22. See, for example, R. H. Crabtree, The Organometallic Chemistry of the

Transition Metals (2nd ed.); Wiley: New York, 1994.

23. J. W. Bruno, T. J. Marks, L. R. Moras, J Am. Chem. Soc. 105 (1983)

6824.

24. J. W. Bruno, H. A. Stecher, L. R. Morns, D. C. Sonnenberger, T. J.

Marks. J. Am. Chem. Soc. 108 (1986) 7275.

25. L. E. Schock, T. J. Marks, J. Am. Chem. Soc. 110 (1988) 7701.

26. M. J. Calhorda, A. R. Dias, M. E. Minas da Piedade, M. S. Salema, J. A.

Martinho Simões, Organometallics 6 (1987) 734.

27. M. J. Calhorda, M. A. A. F. de C. T. Carrondo, A. R. Dias, A. M. Galvão,

M. H. Garcia, A. M. Martins, M. E. Minas da Piedade, C. I. Pinheiro, C. C.

Romão, J. A. Martinho Simões, L. F. Veiros, Organometallics 10 (1991)

483.

28. S. P. Nolan, R. Lopez de la Vega, C. D. Hoff, J. Organometal. Chem.

315 (1986) 187.

29. S. P. Nolan, R. Lopez de la Vega, S. L. Mukerjee, A. A. Gonzalez, K.

Zhang, C. D. Hoff, Polyhedron 7 (1988) 1491.

30. S. P. Nolan, R. Lopez de la Vega, S. L. Mukerjee, C. D. Hoff, Inorg.

Chem. 25 (1986) 1160.

31. J. A. Connor, M. T. Zafarani-Moattar, J. Bickerton, N. I. El Saied, S.

Suradi, R. Carson, G. Al-Takhin, H. A. Skinner, Organometallics 1 (1982)

1166.

32. B. B. Wayland, in Energetics of Organometallic Species; J. A. Martinho

Simões, Ed.; Kluwer: Dordrecht, 1992; p 69.

33. G. Yoneda, D. M. Blake, J. Organometal. Chem. 190 (1980) C71.

34. G. Yoneda, D. M. Blake, fnorg. Chem. 20 (1981) 67.

35. C. T. Mortimer, Rev. Inorg. Chem. 6 (1984) 233.

36. R. L. Brainard, G. M. Whitesides, Organometallics 4 (1985) 1550.

37. H. P. Diogo, J. A. Simoni, M. E. Minas da Piedade, A. R. Dias, J. A.

Martinho Simões, J. Am. Chem. Soc. 115 (1993) 2764.

38. A. A. Gonzalez, C. D. Hoff, Inorg. Chem. 28 (1989) 4295.

39. M. E. Minas da Piedade, J. A. Martinho Simões, J. Organometal.

Chem. 518 (1996) 167.

40. D. R. Stull, E. F. Westrum, Jr., G. C. Sinke, The Chemical

Thermodynamics of Organic Compounds; Wiley: New York, 1969.

41. J. P. Leal, A. Pires de Matos, J. A. Martinho Simões, I Organometal.

Chem. 403 (1991) 1.

42. J. P. Leal, J. A. Martinho Simões, J Organometal. Chem. 460 (1993) 131.

43. a) J. P. Leal, P. M. Nunes, M. E. Minas da Piedade, to be published.

b) T. Barreira, J.P. Leal, to be published.

44. A. R. Dias, J. A. Martinho Simões, C. Teixeira, C. Airoldi, A. P. Chagas ,

.1. Organometal. Chem. 335 (1987) 71.

45. A. R. Dias, J. A. Martinho Simões, C. Teixeira, C. Airoldi, A. P. Chagas ,

I Organometal. Chem. 361 (1989) 319.

46. D. Griller, J. A. Martinho Simões, D. D. M. Wayner, In Sulfur-Centered

Reactive Intermediates in Chemistry and Biology; C. Chatgilialoglu, K.-D.

Asmus, Eds.; Plenum: New York, 1991.

47. A. R. Dias, J. A. Martinho Simões, C. Teixeira, C. Airoldi, A. P. Chagas,

Polyhedron 10 (1991) 1433.

48. J. A. Martinho Simões, In Energetics of Organometallic Species; J. A.

Martinho Simões, Ed.; NATO ASI Series C No. 367; Kluwer: Dordrecht,

1992.

49. J. P. Leal, J. A. Martinho Simões, Organometallics 12 (1993) 1442.

50. P. B. Dias, M. E. Minas da Piedade, J. A. Martinho Simões, Coord.

Chem. Reu. 135/136 (1994) 737.

51. J. F. Liebman, J. A. Martinho Simões, S. W. Slayden, In Lithium

Chemistry: Principles and Applications; P. von R. Schleyer, A.-M. Sapse,

Eds.; Wiley: New York, 1995.

52. J. F. Liebman, J. A. Martinho Simões, S. W. Slayden, In The Chemistry

of Organic Arsenic, Antimony and Bismuth Compounds; S. Patai, Ed.;

Wiley: New York, 1994.

53. J. F. Liebman, J. A. Martinho Simões, S. W. Slayden, In The Chemistry

of Organic Germanium, Tin, and Lead Compounds; S. Patai, Ed.; Wiley:

New York, 1995.

54. J. F. Liebman, J. A. Martinho Simões, S. W. Slayden, Struct. Chem. 6

(1995) 65.

55. M. Sana, G. Leroy, C. Wilante, Organometallics 10 (1991) 264.

56. See, for example, J. Baggot, Perfect Symmetry; Oxford University

Press: Oxford, 1996.

57. H. W. Kroto, J. R. Heath, J. R. O'Brien, S. C. Curl. R. Smalley, Nature

318 (1985) 162.

58. W. Krãtschmer, L. D. Lamb, K. Fostiropoulos, D. R. Huffman, Nature

347 (1990) 354.

Rev. Port. Quím. 4 (1997)
	

55



59. For a leading reference see M. S. Dresselhaus, G. Dresselhaus, P. C.

Eklund, Science of Fullerenes and Carbon Nanotubes; Academic Press:

San Diego, 1996.

60. H. P. Diogo, M. E. Minas da Piedade, T. J. S. Dennis, J. P. Hare, H. W.

Kroto, R. Taylor, D. R. M. Walton, J. Chem. Soc., Faraday Trans 89 (1993)

3541.

61. H. P. Diogo, M. E. Minas da Piedade, A. D. Darwish, T. J. S. Dennis, J.

Phys. Chem 58 (1997) 1465.

62. V. Piacente, G. Gigli, P. Scardala, A. Giustini, D. Ferro, J. Phys. Chem.

99 (1995) 14052.

63. (a) T. Kiyobayashi, M. Sakiyama, Annual Report of Microcalorimetry

Research Center, Faculty of Science, Osaka University, 13 (1992) 58; (b)

T. Kiyobayashi, M. Sakiyama, Fullerene Sci. Technol. 1 (1993) 269.

64. H.-D. Beckhaus, S. Verevkin, C. Rüchardt, F. Diederich, C. Thilgen, U:

H. ter Meer, H. Mohn, W. Muller, C. S. Foote, Angew. Chem. Int. Ed. Engl.

33 (1994) 996.

65. H.-D. Beckhaus, C. Rüchardt, M. Kao, F. Diederich, C. S. Foote,

Angew. Chem. Int. Ed. Engl. 31 (1992) 63. We have recalculated the

uncertainty reported by these authors in order to include the error from

the enthalpy of formation of gaseous CO,.

66. W. V. Steele, R. D. Chirico, N. K. Smith, W. E. Billups, P. R. Elmore, A.

E. Wheeler, J. Phys. Chem. 96 (1992) 4731.

67. V. P. Kolesov, S. M. Pimenova, V. K. Paviovich, N. B. Tamm, A. A.

Kurskaya,J. Chem. Thermodynamics 28 (1996) 1121.

68. A. Xu-wu, H. Jun, B. Zheng, J. Chem. Thermodynamics 28 (1996)

1115.

69. J. M. Rudzinski, Z. Slanina, M. Togasi, E. Osawa, T. tizuka,

Thermochim. Acta 125 (1988) 155.

70. M. Froimowitz, J. Comp. Chem. 12 (1991) 1129.

71. J. Almlõf, H. P. Lüthi, Supercomputer Research in Chemistry and

Chemical Engineering; ACS Symposium Series 353; American Chemical

Society: Washington, 1987.

72. S. Tseng, M.-Y. Shen, C.-H. Yu, Theoret. Chim. Acta 92 (1995) 269.

73. (a) B. L. Zhang, C. Z. Wang, K. M. Ho, Chem. Phys. Lett. 193 (1992)

225. (b) B. L Zhang, C. Z. Wang, K. M. Ho, C. H. Xu, C. T. Chan, J. Chem.

Phys. 97 (1992) 5007.

74. R. L. Murry, J. R. Colt, G. E. Scuseria, J. Phys. Chem. 97 (1993) 4954.

75. F. Diederich, R. L. Whetten, C. Thilgen, R. Ettl, I. Chao, M. M. Alvarez,

Science 254 (1991) 1768.

76. J. M. Schulman, R. L Disch, M. A. Miller, R. C. Peck, Chem. Phys. Lett.

141 (1987) 45.

77. J. Cioslowski, Chem. Phys. Lett. 216 (1993) 389.

78. D. A. Armitage, C. W. Bird, Tetrahedron Lett. 34 (1993) 5811.

79. S. Tseng, C.-H. Yu, Chem. Phys. Lett. 231 (1994) 331.

80. J. M. Schulman, R. L. Disch, J Chem. Soc., Chem. Commun. (1991)

411.

81. D. Bakowies, W. Thiel, J. Am. Chem. Soc. 113 (1991) 3704.

82. J. M. Schulman, R. C. Peck, R. L. Disch, J. Am. Chem. Soc. 111 (1989)

5675.

83. N. Matsuzawa, D. A. Dixon, J. Phys. Chem. 96 (1992) 6241.

84. E. Roduner, I. D. Reid, Chem. Phys. Lett. 223 (1994) 149.

85.M. D. Newton, R. E. Stanton, J. Am. Chem. Soc. 108 (1986) 2469.

86. M. Manoharan, M. M. Balakrishnarajan, P. Venuvanalingam, K.

Balasubramanian, Chem. Phys. Lett. 222 (1994) 95.

87. M. Kolb, W. Thiel, J. Comp. Chem. 14 (1993) 37.

88. D. S. Marynick, S. K. Estreicher, Chem. Phys. Lett. 132 (1986) 383.

89. J. Cioslowski, Electronic Structure and Calculations on Fullerenes and

their Derivatives; Oxford University Press: Oxford, 1995.

90. CODATA Key Values for Thermodynamics; J. D. Cox, D. D. Wagman,

V. A. Medvedev, Eds.; Hemisphere: New York, 1989.

91. For a leading reference see, J. Cadet, P. Vigny, Bioorganic

Photochemistry; H. Morrison Ed.; Wiley: New York, 1990; Vol. 1, p 1.

92. See, for example, G. M. Myles, A. Sanear, Chem. Res. Toxicol. 2

(1989) 197.

93. H. P. Diogo, A. R. Dias, A. Dhalla, M. E. Minas da Piedade, T. P.

Begley, J. Org. Chem. 56 (1991) 7340.

94. P.B. Dias, C. Teixeira, A.R. Dias, J.A. Simoni, J.A. Martinho Simões, J.

Organometal. Chem. 482 (1994) 111.

56
	

Rev. Port. Quírn. 4 (1997)



Influence of Organic Matter
in Natural Water Mechanisms
Influência da Matéria Orgknica
em Mecanismos nas Águas Naturais
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CENTRO DE QUÍMICA ESTRUTURAL-COMPLEXO I -INSTITUTO SUPERIOR TÉCNICO, AV. ROVISCO PAIS, 1096 LISBOA CODEX

In order to elucidate the role of organic matter in

possible mechanisms in natural waters the following

points have been studied, mainly using

electrochemical methods: 1) Complexation

reactions of humi and fulvic acids of different

origins with Ph(II) and Cd(II), being noticed that

complexation behavioar is not much dependent of

humic organics. 2) Competition with major

constituents such as Ca(II) and AI(III). 3)

Characterization and lead complexation with alga

exudates. 4) Stabilization of oxidation states of

generally less stable elements, in environmental

conditions.

Para se compreender o papel da matéria orgânica em
mecanismos existentes nas águas naturais estudaram-
se os seguintes aspectos, usando principalmente
métodos electroquimicos: 1) Reacções de
complexação de ácidos húmicos e fúlvicos de origens
diferentes como Pb(II) e Cd(II), tendo-se verifiado que
a matéria húmica não tem uma grande influência nas
reacções de complexação. 2) Competição com os
macroconstituintes como Ca(ll) e AI(III). 3)
Caracterização de exudados libertados por um tipo
de alga inicelular e complexação com Pb(II). 4)
Estabilização de estados de oxidação menos estáveis
de elementos em condições ambientais.

1. Introduction

O
rganics in natural waters are of different types

including simple ligands such as aminoacids,

amines and carboxylic acids and not well

characterized mixtures, e.g. compounds released by

biota and humic mater due to slow degradation of

bioorganisms.

The quantity and composition of exudates relea-

sed by phytoplancton vary drastically, depending on the

growth phase, nutritional state and of the biological

composition, being formed by low molecular weight

compounds, namely aminoacids and amines and/or

high molecular weight compounds such as proteins [ 1 ] .

Humic matter (FIM) specially fulvic and humic

acids (FA and HA) are one of the major sources of orga-

nics in aquatic media, forming a polymeric mixture of ill

defined compounds. They constitute (0.05 - 1.0) mg 1 1

of dissolved organic carbon (DOC) in seawater and

(1-30) mg I -1 in wetland waters, corresponding 1 mg l -1

approximately to (1-5) µmot I -1 of complexing sites [2].

Humic matter plays an important role in metal comple-

xation and redox processes in natural waters, strongly

affecting bioavailability, toxicity and mobility of metal

ions [3,4]. In general the binding of heavy metals by

humic and fulvic acids decrease the availability of metal

ion for the bioorganisms, whereas increasing the mobi-

lity of metal, because the natural complexing agents

may act as solubilizers in aquatic systems.

However in seawater the importance of organics,

in particular HM for controlling speciation of heavy

metals is decreased due to the large excess of alkaline

and alkaline earth cations that compete for complexa-

tion [13, 14].

On the other hand high levels of aluminium are

present in interstitial water of soils and groundwater

[15], decreasing complexation of transition elements

with natural organic ligands and therefore their trans-

port, toxicity and availability [16].

In this context and in order to elucidate examples

of possible mechanisms in natural waters, complexation

reactions of humic and fulvic acids of different origin

with cations such as Pb(ll) and Cd(II) are going to be

considered [21, 26, 38], as well as competition with
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major constituints such as Ca(II) and AI(I11) [14,16]. It
has been noticed that the complexation behaviour of
humics and fulvics with heavy metals is not much
dependent of their origin [26].

Characterization of exudates released by a particu-
lar type of unicelular alga, Selenastrum capricornutum
Printz, (considered as a standard for assaying alga
growth by U.S. Environmental Agency) in the presence
and absence of Pb(II) is also presented, checking the
possibility that the algae can contribute to their own
detoxification [17,18].

Finally organics in natural waters represent a reac-
tive media in which numerous chemical reactions can
occur, not only of acid base and complexation types,
but also redox processes. So, for example, it has been
noticed that copper (I) although not thermodynamicaly
stable in oxigenated waters controled by 0 2 /H 90
couple, has been detected in fogwater [5] and seawater
[6]. The photooxidation of dissolved organic carbon, in
particular of compounds with groups of aldehyde,
sugar, hydroquinone and phenolic types in the photic
zone may form radicals such as ROz, HOz, O'z that can
reduce copper(l1) to copper (I) [7, 8, 9], eventually
stabilized by sulfite in fogwater, [5], by chloride in
seawater [6,10,11] and probably by amines in produc-
tive waters [ 12] , preventing its rapid reoxidation.
According to this mechanism 5 to 10% of copper(1) has
been detected in Atlantic and Gulf of Mexico with depth
profiles characterized by surface maxima, decreasing to
the bottom, which is consistent with a photochemical
mechanism [6] and values 25% have been detected in
fogwater with DOC values of (10-100) mg 1.1 [5].

2. Basic concepts

Humic substances are heterogeneous ligands with
different functional groups; the major ones being of
carboxylic and phenolic type (about 80% and 20%
respectively) and some minor groups e.g. amines. They
present two sets of pK" values, one between 4.5 and 5.5
and the other with values between 8.5 and 9.5, range
that is due to different vicinities of phenolic groups.
Although the structure of humic compounds depends
on its origin this type of variation is typical of most
humic samples.

To study complexation reactions in natural water
conditions (low concentration of organics and very low
concentration of trace metals) anodic stripping voltam-
metry (ASV) in d.c. mode and in pulse modes - differen-
tial pulse (DPASV) or square wave (SWASV) with
hanging mercury drop electrode (HMDE), or mercury
film electrode (MFE) are the most appropriate techni-
ques, since concentrations as low as 10 -10M can be
determined, depending on deposition time and type of
electrode [3, 19].

To determine speciation parameters of labile
complexes from the voltammetric signal a large excess

of ligand should be present compared to the total metal
concentration [M] 1 , so that [L] 1 -[L'] where [L] 1 and [L']
stand respectively for total concentration and ligand
concentration not bound to metal ion [20]. One must
point out that if the ligand concentration is not in excess
the voltammetric peak becomes distorted [21]. In strip-
ping techniques the condition [L] 1 » [M] 1 is more
demanding than in direct voltammetry, because metal
concentration at the electrode surface during the strip-
ping step [M]° 1 is higher than in the bulk of the solution.
Adsorption of the ligand on the electrode can also
distort the voltammogram.

In this work factors that affect the voltammograms
will be discussed such as 1) the influence of ligand to
metal concentration ratio at the electrode surface on
ASV signal, particularly in the presence of adsorption 2)
the rate of complexation and dissociation reactions i.e.
lability of the complexes, 3) the diffusion coefficient of
species in solution and 4) the heterogeneity of orga-
nics.

2.1 Lability and Reversibility

Lability in ASV is associated with the kinetics of
complex dissociation and formation during the time
scale of each step, when the metal ion is consumed or
released at the electrode surface [19, 22, 23]. The
complexes ML will be labile if there is thermodynamic
equilibrium at electrode surface during the redox
processes.

For labile complexes the peak current (i r) will be
related to lability during the deposition step and the
shift observed in the peak potential in the absence and
presence of ligand, AEp, takes into account the comple-
xation affinity during the stripping step.

The term "lability" is going to be used related to the
kinetics of chemical reactions coupled to electrochemi-
cal processes and "reversibility" takes into account kine-
tics of redox mechanism, (the couple being reversible if
equilibrium is obtained for all potentials) [19, 22, 23].
Lability during deposition step in ASV can be checked if
at different stirring rates the normalized current
to = (i M+r and i "1 stand respectively to the
current in the presence and absence of ligand) is the
same within experimental errors, and the peak potential
obtained by differential pulse polarography (DPP) shifts
to more cathodic values with increase of ligand concen-
tration for the same time scale of the the technique.
Lability in stripping step can be detected in a similar
way as in direct voltammetry, following the shift of the
peak potential with ligand concentration [23].

It should be noticed that deviations from lability
behaviour in the dissociation process strongly affect the
peak currents, decreasing their values (higher stability
parameters are then obtained if speciation is determi-
ned from i n without taking into account the kinetic
effect), but they do not influence significantly the poten-
tial values in the presence of large excess of ligand.
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Since for labile complexes the free metal ion is
being reduced directly on the electrode we assumed a
reversible reaction for Cd(II) and Pb(II) complexes in
KNO3 medium.

2.2 Heterogeneity

The thermodynamic meaning of the stability cons-
tant KM1. defined for a simple ligand is lost for heteroge-
neous ligands, when a large number of complexing sites
exist (different functional groups and vicinities of each
group), being necessary to consider conformational and
electrostatic effects too. So, in this case, the determina-
tion of Km leads to a mean stability parameter (K) of
all occupied sites over all site concentrations. Since
metal ion binds first to the strongest complexing sites of
the ligand, K decreases when increasing total metal
concentration; the same happening in terms of the
competition with the protons. Assuming 1:1 complexes
K is defined as:

_ E IML1
K— [M] E rLl ^

In order to interpret accurately complexation with
humic matter using a discret model at least 6-8 sites are
necessary to be considered [51].

For the interpretation using continuous models
different distribution functions can be used, such as the
differential equilibrium function [3], or the NICA -
Donnan model [52]. The two types of models can inter-
pret speciation in a similar way, being eventually one
more appropriate than the other to study complexation
reactions in natural environment, where mixtures of
ligands in solution (homogeneous and heterogeneous),
particles (inorganic and biogenic covered or not by
organics) and metal ions exist in a complex network. To
interpret complexation in terms of the differential equili-
brium function, KDEF , obtained from equation (2) is plot-
ted versus = [ML] / [L] 1 for each point of the titration
curve [3, 24]. In fact KDEF includes a small range of sites
around the corresponding titration point and therefore
is more selective than K. In the presence of a constant
[L] 1 , KDEF is expressed by:

KDEF
 [M], ( 1 +(a-1) dln [M], /d ln a )

a 2 1  (2)

where a = [M] 1 /[M]

Q = M 1 ( 1 -

Another way of interpreting heterogeneity of
humic matter it is to assume NICA - Donnan model with
two classes of groups: carboxylic (1) and phenolic (2).
The following equation can be used to describe proto-
nation [25, 26]:

1+ (K;[H]) i

(lc;
 [ 

H
 ]) m  ) + M2m 1

( 1 +(KZ [H]) m2 )
 ( )

1  (Ki [H])^ 	3

where Q (charge of humic matter) and [H] are known
from potentiometric data. From the fitting of this expres-
sion to the experimental values, the unknown parame-
ters M 1 and M 2 (the total charge of carboxylic and
phenolic groups), K and K12 (average values of protona-
tion constants for the two different classes of groups)
and m 1 and m 2 related to the width of the distribution,
can be determined.

The variation of charge per unit of mass AQ
(Coulombs Kg 1 ) can be obtained from potenciometric
data according to:

AQ=NoH F / m HM (4)

Where m HM is the mass of humic matter in solu-
tion, N'oH, is the concentration of OH consumed by the
organics and F = 96500 Coulombs equivalents. From
comparison of acid-base potentiometric titrations of
humic matter and of the supporting electrolyte the value
N' oH , can be obtained. In order to know the absolute
charges for each point of the titration, the value for one
specific point must be known, generally the one corres-
ponding to the zero of charge.

The heterogeneous binding of cations (proton and
metal ion) by the ligand can be represented by:

E[(iow) Mt +(Kw) nH i)]v.

[

K)nM  +(Ki 

1nHi ^
M ii

(5)

where i stands for the type of sites (1-carboxylic and 2-
phenolic) QMt is the total charge, KM,= KM , [M] and K im

= KH , [H], n-accounts for the non-ideal behaviour of
each type of site (0<n<1), p is related to the width of
the distribution due to the intrinsic chemical heteroge-
neity of the ligand, which is the same for any metal ion
and / or proton (0<p<I with p = 1 for homogeneous
ligands) [27].

2.3 Surface concentration effect

To evaluate complexing parameters from voltam-
metric measurements the concentration of the ligand
not bound to the metal ion, at the electrode surface
[L']° should be the same as in the bulk of the solution
i.e. [L']° _ [L'] [L] 1 . To satisfy this condition within 5%,
the following relation should be verified [L] s / [ML] >_ 20
for direct voltammetry (e.g. d.c. voltammetry, pulse
voltammetry, square wave voltammetry) and [L] 1/[ML]°

20 for stripping technique (eg. ASV, DPASV), which
implies that in the presence of strong complexation [L] 1 /
/ [M] s > 20 and [L] s / [M] r_> 20 respectively.

(1)

n

QM,t 	nM	 nH

(Wm.) ' + (K i{,)
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According to reference [2] the value of [M]; can
be approximately estimated from

[M] ^ = 2.3 (D^< D ^ )^^^ td [M], (6)

For typical values D..= Dred = 10 -5 cm 2 5 1 , drop
radium of the electrodes, r = 0.04 cm, thickness of diffu-
sion layer S = 2x10-3 cm and deposition time td = 180 s,
the expression [L] 1 / [M] >_ 20 implies [L] t / [M] t >_1000
which is a very severe restriction.

2.4 Asorption of organic matter on the electrode

Adsorption can affect the voltammetric signal and
so it should be avoided in order to study complexation in
solution, although sometimes complexation in solution
and of adsorbed species can be separated. Adsorption by
itself can be studied by a.c. voltammetry determining the
capacitive current at the angle phase of 90°.

In order to minimize adsorption, modified electro-
des can be used. In this context the electrode can be
covered by Nafion, a polymer of perfluorosulfonate type
(cation - exchange resin) which is non-electroactive and
insoluble in water. These polymers are formed by hydro-
philic ionic clusters (with negative sulfonic groups, their
counter ions and water molecules) randomly distributed
throughout the backbone of hydrophobic tetrafluoroethy-
lene. These two factors contribute to the selectivity of
Nation for cations, specially hydrophobic organic cations
and to minimize adsorption of anions in solution [29, 30].
One important reason for the widespread application of
Nation modified electrodes in electroanalytical chemistry
is their ability to preconcentrate cations, which increases
the sensitivity of the method [30, 31, 32, 33, 55] .

For the experimental conditions generally used the
diffusion layer is about one hundred times the thickness
of the Nafion layer, which allows rapid electrode
response and does not hinder mass transport of metal
ion (limited by the convective diffusion transport in
solution [34]).

3. Complexation with humic matter

In complexation studies of Pb(II) and Cd(ll) with
HM it has been checked that the complexes are labile
for both steps in ASV during the time scale of the techni-
que (t=t p =50 ms for stripping and t = 45 ms for deposi-
tion, from S = rcDt where S is the thickness of diffusion

layer and D the diffusion coefficient). However

i p <	 forfor all the points of the titration curve
P

which imply that DML < D.

A value of DML = 5.5 x 10-7 cm2 5 1 has been determi-
ned from the peak currents obtained in the presence of
sufficient excess of ligand, so that there is a linear relation-

ship between ip and [M] 1 for HM commercially obtained
from Roth. For a humic sample coming from a peat [37]
the value of DMi determined experimentally is
(2-5)x10-3 cm2 5 1 , depending the value of DML on the aggre-
gation of the compound, that is influenced by the experi-
mental conditions, namely salt concentration and pH.

For DML 2 x 10-8 cm -2 5 1 it is worthwhile to empha-
size that the expression [L] 1 / [M] ;' >_ 20 implies accor-
ding to equation (6') [L] t / [M] >_350, so a not so deman-
ding excess of ligand is necessary.

For a labile, reversible and homogeneous system
with D MA = D M during a titration of the ligand with the
metal ion [M] 1 and / or td it was shown that [20, 211:

.	 a) when [M] 1 x td is so small that [M] « [L] 1 , the
peak height (ip) and width (W 112) are the same as those
obtained in the absence of ligand and Ep, although
constant, has a shift relatively to the peak of the metal
ion.

b) when [M] ; < [L] t , but is not negligible, the peak
height decreases, the width increases, compared to the
value in the absence of ligand and Ep shifts anodically
with increase of [M] t x td due to the surface concentra-
tion effect. In fact [M];' increases during the rising part
of ASV voltammogram, leading to a decrease in the
concentration of sites not bound to M, the shift of poten-
tial to more positive values increasing with increase of
[M]', , which leads to a broader and lower peak [36].

c) increasing [M] 1 x td further the ligand becomes
fully saturated at the electrode surface ([M]; 	 [L] 1 for a
1:1 complex) giving a peak at the potential Esat If [M] ;' >
[L] 1 the remaining metal not bound to the ligand is
present in the free form and so the voltammogram may
present a shoulder, that accounts for the metal bound to
the ligand, (whose height and potential depends
namely on [L] 1 and does not vary with [M] 1 x td ) and a
peak due to the metal reoxidized to free cation which
potential tends to EpM obtained in the absence of
ligand. It should be emphasized that the shoulder can
be noticed only it Em -Esh > 60 mV (Est' is the potential of
the shoulder).

If the ligand is heterogeneous ip and W 112 are
respectively smaller and higher in the presence of the
ligand, than in its absence even in condition a) [36].
The above behaviour can be seen in Fig. 1 for commer-
cially Roth humic acid, where for the experimental
conditions of the work the shoulder only can be detec-
ted for ip/ish = 10 and 4Ep = 80mV.

From the time dependence of capacitive current,
'ac , obtained by a.c. voltammetry for different concentra-
tions of humic matter, it has been noticed that there is
adsorption of humic acid on the electrode, in particular
of Roth commercial sample, and for ligand concentrati-
ons of (40-80) x 10-6 eq ['used in DPASV measurements,
the electrode is fully saturated for E = -0.75 V and time
intervals higher than (60-30) s respectively. Therefore
saturation of the electrode by adsorbed molecules is
attained during the deposition step of DPASV at this
value of deposition potential.
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Figure 1 - Anodic stripping voltammograms obtained with "Roth humic

acid" for [L] 1 = 42 eq P ) in 0.02 M KNO3 , t=22 °C, pH = 5.0, td = 1 min,

[Phil (µM) = 1 (A); 2 (B); 4 (C); 8(D).    
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Figure 2 - Log K vs log O from Pb(11) titration of humic acid from a

peat with three different electrodes. Experimental conditions pH =5,0

0.02 M KNO3 , [HM], = 3.5x10-5 M and [Pb], = 3x10 -° - 610-8 M, [HM], =

7.53x10' M and 15x10 -5 M with [Pb], = lx10 -6 - 1x104' M, • NCMFE, ❑

MFE and A HMDE.

The effect of adsorption on the voltammetric signal
increases with ligand content for low concentration of
humic acid, but decreases after complete saturation of
the electrode since in this case complexation in the
adsorbed layer tends to become constant, while
complexation in solution continues to increase [20].

On the other hand, both values of log K obtained
from either ip or Ep, may be affected by adsorption of
humics on the electrode. A higher complexation affinity
is measured from potential values during the stripping
step due to the molecules adsorbed on the electrode,
while during the deposition step adsorption of humic
acid may induce reduction of more metal ion, increa-
sing the peak current (ip) and therefore decreasing log
K i.e. log K ip < log K Ep . When a reverse trend is obtai-
ned adsorption effect should be masked by heteroge-
neity, since it also affects log K obtained from Ep and ip,
but in the opposite direction.

In Fig. 2 the values of the average formation cons-
tants of Pb(II) with HA from a peat (from 4E p) versus
the degree of occupation of sites (0) obtained for diffe-
rent types of working electrodes: Nafion coated mercury
film electrode (NCMFE), MFE and HMFE are presented,
in order to see the influence of adsorption in complexa-
tion results. The higher values of log K from MFE and
HMDE compared to NCMFE for the same 0 value, are
due to the additional complexation of the metal ion
with the ligand on the adsorbed layer during the strip-
ping step [38]. Adsorption effect is similar in voltamme-
tric results obtained by HMDE and MFE, but for NCMFE
adsorption is less important due to repulsion of HM
negative charges at the electrode surface. From Fig. 2 it
can be seen that the difference between the values of
log Kobtained for NCMFE and MFE decreases with
increasing [M] 1 and decreasing [L] t which is due to the
decrease in the repulsion of HM from NCMFE when the
ligand becomes closer of neutrality situation.

So in order to decrease the adsorption effect on
complexometric studies in natural waters (large ligand
to metal ratios) the MFE should be coated with Nafion in
such a way that repulsion of negatively charged groups
by the film will be effective [38]. However when adsorp-
tion is not so important or, can be avoided electrochemi-
cally HMDE should be used since the results are more
reproducible. Sometimes complexation is solution and
of adsorbed species can be studied separately.

3.1 Determination of complexometric parameters
in solution and at the interface

In order to exemplify how to determine complexo-
metric parameters in solution or in the adsorbed layer,
we are going to present in more detail the results obtai-
ned for the systems Pb(II) and commercial humic acid
from Roth (D ML = 5.5 x 10-7 cm'- s -1 )  at pH=5.0, ionic
strength 2 x 10-2 M (KNO 3), and t = 20°C. [20]. In this
case HM adsorbed on working electrode leads to a
surface concentration effect similar to the described
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above, due to a gradual saturation of adsorbed sites by
the metal ion [35].

For labile systems during both steps of ASV and
with DML < D M the conditional stability parameters K
can be determined, either from current or from poten-
tial values according to:

ipM+L / ipM = (p/DM)1 /2

D = (DM [M] + DML [ML]1/ [M]t

	M+L E M	 RT In r DM 11/2 
RT

AEp E p	 p	 nF	 Il
 15

	nF

where a = 1 + K [Li t [Mlt / [M]

K values (obtained either from i or from Ep vs the
degree of occupation of sites O are presented in Fig. 3.
Since Ep is related to the complexing strength in the
stripping step, the parameter K Ep is associated to [M],'
(total metal concentration at the electrode surface
during stripping step) and T ip 

is associated to the bulk
concentration [M] t . Therefore K Ep should be plotted
versus O (=[ML]° / [L] t) and K ip versus 0 (=[ML] / [L] t)
for comparison. The concentration of [ML]° is determi-
ned from equation [9] and [M] ; is estimated from:

DJ/2
[Mr = 2.3 

(D 
S ) td [M]t

This equation that can only be used as an approxi-
mation to heterogeneous systems, is formally identical
to equation (6) but D M has been substituted by D , in
order to take into account all the labile species that
arrive to the electrode surface to be reduced during the
deposition step.

Fig. 3 shows that K Ep is higher than K; p for the
same O value, probably due to the adsorption of the
ligand on mercury, which strongly affects the values of
peak potential. In the presence of adsorption equation
9 should be redefined adding the term K ad [L'] ad to K
[L] t- in order to take into account the contribution of
adsorbed sites [35]. The concentrations of L ad (adsor-
bed ligand sites not bound to the metal ion) is similar
to [Lip for [M] ;« [L]°d. On the other hand [L] td (the
total concentration of adsorbed ligand sites) will be
constant and independent of the ligand concentration
in solution, if the electrode is saturated since in this
case the term kad [L];" « K [L]t From Fig. 3 it can be
seen that K; p is less influenced by adsorption, since is
less dependent on [L] t concentration, as happens also
for KDEF.

The stability parameter K ad for complexation in
the adsorbed layer can be determined from equation 9
replacing in this equation a by a t = 1 + K ad [L'] ad + K
[L] t (valid for [L'] [L] t). From this expression and the

x
x 6

° 0	
^ ^

^ p mO 	 ❑

-••+ n
+ 
	 ^
• * ^++

-3
 -0.5

Figure 3 - Log i vs log O for Pb(II) titration with "Roth humic acid" in

0.02 M KNO. i at pH = 5.0, t=22 °C [Pb], < 0.53 pM and [L], = 84 eq tt,

data from i p (•) or Ep (o), [L],= 64 eq I I data from i p (+) or Ep (x); [L], =

42 eq N, data from i p(M) or E9 (E).

mass balance for adsorbed ligand, [L] td = [L'] ad (1 +K ad
[M]°) where [M]° is given by [M],' / a t , it was found
that:

Kad 1+ K L] ^ 	1)[ L]  + [ M ] ° ( 
	a 

[ 

The parameter K ad is then determined from this
equation using: a t from AEp according to equation 9,R

determined from i measurements, [L]t = 1.6x10 egl - f
calculated below and [M] ; given by eq. (6').

It has been noticed that the curves i versus td for
different [M] t values present a break point for a certain
time, t ° that is inversely proportional to [M] t (eq. 6').
Then tc should represent the critical time for the satura-
tion of complexing sites by metal ion at the electrode
surface (D and [M]; approximately constants in eq 6'
corresponding to [M]', = [L] 

id
 + [L] s, I ). From eq. (6') a

value of [L] ad = (1.6 ± 0.3) x 104 eq. 1 . l> [L]^; = 4.2 x 10 -5

eq.l - t has been determined, which means that the
number of moles of adsorbed sites per litre of adsorbed
layer, is higher than the concentration in the bulk of
solution. A similar value of [L]`r d has also been calcula-

ted from ish , confirming the previous hypothesis.

The variation of K ad with the degree of occupa-
tion of adsorbed sites O d (= [ML] ad / N at 'l) is presented
in Fig. 4 where the values of (KDEF)ad are also plotted.
The value of Od is calculated from [M]; _ [M]° + [ML] ad
+ [ML]° where [ML]°= K [L] t [M]° and [M]°= [M]; / a t .

(6')
a, -1-K [L],
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Pb(II) is preferentially bound to phenolic groups and
Cd(II) to carboxylic groups, as can be seen in Fig. 5
where the distribution function F is plotted versus log
KML [26].

3) Pb(II) has higher affinity to humics than for
fulvics in general, showing that the complexity of the
structure of the ligand favours complexation.

4) The intrinsic heterogeneity of phenolic groups
(p=0.65) is similar for humic and fulvic acids, although
smaller than for carboxylic groups (p=0.47).

5) Complexation with carboxylic groups seems to
be independent of the type of humic matter and the
metal ion, probably due to the predominantly ionic
character of the binding.

-2 	 -1.5 	 -1
	 -0 .5

log Bad

Figure 4 - Log K ad and log (K°EF)ad vs log Bad for Pb(1I) titration with

"Roth humic acid", where ad stands for adsorbed layer. Same experi-

mental conditions as Fig. 3; [L], (eq 1') = 84(o), 64(x); 42(❑ ).

Comparing KDEF of the lead complexes in the bulk
of the solution and in adsorbed layer, it can be seen that
complexation of lead with adsorbed humic matter is
stronger than in solution for the same degree of occupa-
tion of sites. This might be due either to the higher affi-
nity of the adsorbed sites influenced by the spatial rear-
rangement of the molecule, or to a higher ratio of stron-
ger sites to total sites, influenced by the different affinity
of each site and the vicinity of mercury negatively char-
ged.

It is worthwhile to point out that if the difference
between log K [Lr' and log K ad [L] aid was higher than
3, two separate inflection points should be expected. On
the other hand if [L] t d » [L] s°' the same t° value should
be obtained independently of [L]T', if the electrode is
fully saturated, as observed experimentally and which
confirms the previous results [39].

Often the appearance of a shoulder is not observed
in complexation reactions with other heterogeneous

macromolecules, although w M+L > w M and asymmetric

peaks are obtained when [L] / [M]; decreases (incre-
ase of [M] ( and/or t d), probably due to lower AE p values
(lower complexing affinity) and/or lower D ML which
decreases the term RT/nF In (D /DM) 1/2 in eq. 9.

Using Nica model [52] according to equations (3)

and (5) it was possible to conclude that at pH=5.0, ionic
strength 0.02M KNO 3 and t=20°C:

1) Humics and fulvics of different origin present
pK values of the order of 4.5-5.5 and 8.5-9.5, attributed to
heterogeneous carboxylic (hydrogen bonds involved)
and phenolic groups respectively.

2) In complexes with humic acid from a peat

0.6

on
x
õ 0.4
E

0.2

0.0

10	 2.0	 3.0	 4.0	 5.0	 6.0	 7.0	 8.0	 9.0	 10.0 11.0 12.(

log KML

Figure 5 - F vs log kML for tritration of humic acid from a peat with

Cd(II): carboxylic groups (- - -) and with Pb(II): phenolic groups (-)

according to NICA model.

4. Competition reactions of major
and minor cations for humic matter

In the environment, competition between major
and minor cations for ligands in solution is of great
importance, not only in a thermodynamic point of view,
but also in terms of kinetics, since exchange reactions
between alkaline earth cations and transition elements
are in general slower than complexation reactions with
heavy metals, in natural water conditions [13]. This
point will be illustrated by competition studies of Cd(II),
Pb(Il) or Zn(II) with Ca(II) or Al(III).

4.1 Speciation in the presence of calcium

Competition between metal ions and calcium for
binding sites on HM has been interpreted according to
the exchange reaction [14]:

CaL +M=Ca+ML
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being the mass balances:

[M] t = [M] + [ML] (12)

[L] t = [L] + [ML] + [CaL] (13)

[Ca] t = [Ca] + [CaL] (14)

Experimental values of K have been obtained
from the titration of humic material, in the presence and
absence of calcium, with cadmium(II). In each titration
the total concentration of humic material and calcium is
maintained constant and the free ion concentration was
determined from the mean diffusion coefficients, being
the mean parameter K easily obtained for each titration
point if calcium is absent.

The determination of K in the presence of calcium
is more complicated, since the ligand concentration
depends on the amount of calcium bound to the humic
material, that it is not possible to estimate beforehand
because the stability constant of the calcium complex
Kc.IL is not known. In order to determine K in the
presence of calcium the following equation was used:

K. _ 
^[[M^]

 ([L]t - [ML])J = K + KK [Ca2+] (15)

where K ' is the apparent stability ( K) conditional with
respect to calcium. If for a fixed cadmium concentra-
tion and different calcium concentrations K and KCaL
are almost constant, then 1/ K' versus [Ca 2+] should
have a linear correlation from which K and KCaL can be
determined. Since the free calcium is unknown an itera-
tive procedure has been used with [Ca 2+] = [Ca 2+] t for
the first approximation. The experimental results fit
reasonably a linear plot supporting the proposed model
as can be seen from table 1.

Table 1 - Log K for Cd(1I) humic acid complexes considering and not

Ca2+competition as a function of concentration of [Ca], and [Cd] t .

[Ca], [M] [Cd]t [M]

3.0x108 5.9x108 9.9x108 3.0x10'' 9.8x10-'

0 5.1 5.1 4.8 4.5 4.3

3x10-5 4.9 4.7 4.5 4.4 4.2

lx10-1 4.7 4.6 4.5 4.1 4.0

3x104 4.4 4.3 4.2 3.9 3.8

log K * 5.0 4.9 4.8 4.4 4.3

log Kcal 4.05 4.00 4.00 4.00 3.98

* Considering competition of Ca'' (eq.15)

From this table one can conclude that 1) at cons-
tant [Cd] t the values of log KcdL decrease with increasing
[Ca] t 2) at constant [Ca] t the values of log KcdL decrease
with increasing [Cd] t , which reflects the heterogeneity of
humic sample to cadmium 3) there is no significant
heterogeneity for calcium 4) the parameter K CdL calcu-

lated for equation (15) agrees with the value obtained
in the absence of calcium, according to the above
mechanism 5) log K CaL - log K CdL, similar to comple-
xes formed with carboxylic groups, as happens e.g. with
citric acid [40].

So, in competition between Cat+ and Cd 2+ for the
binding sites of HM the same value of K is obtained in
the absence or presence of calcium if [L] is redefined as
[L] t - [CaL] - [CdL]; therefore calcium influences
cadmium speciation, decreasing the number of availa-
ble sites for complexation, but in the concentration
range used, Ca 2+ does not compete directly to ligand
groups bound to Cd. The same type of behaviour has
been found for Zn(II) [14].

4.2 Speciation in the presence of aluminium

The competition between Pb(II) and Al(111) howe-
ver is different. Even when [L] is redefined as above a
decrease in log K is observed with the increase of [Al] t

[16], considering the value of log KAIL = 6.8 for humic
matter [41,42].

Therefore the competition of aluminium in the
presence of lead is not only due to the decrease of avai-
lable ligand sites, but an additional interaction between
AI(III) and Pb(II) should occur, probably due to an elec-
trostatic effect of AI(lll), which affects the charged
complexing sites of the molecule.

To take into account the electrostatic effect, the
following expression has been used for the mean stabi-
lity parameter V:

K = [ML]/[M].[L] e7IAqt/(1.]t
 

(16)

where y is a constant parameter, independent of the
concentration.

This expression agrees with the fact that the reac-
tion depends not only on the energy of the covalent
bond, but is also influenced by the surface electrostatic
field, which is considered the only secondary effect in
the reaction:

M (FIM)+Al:3+=M(HM)AI

In fact in this condition it will be:

K = K int exp [ (1-z) F4' /RT ]
 

(17)

where Kint is the complexation constant of Pb(II) with
HM in the absence of A1(111), z is the charge of alumi-
nium and `P is the difference of potential between the
complex and the solution.

For the constant capacity model the difference of
potential should be proportional to the aluminium
concentration per group of ligand, and so equation (17)
leads to equation (16); the best fitting between experi-
mental points and eq. (16) is obtained for y= 15±2 (Fig.
6). The agreement of log K versus log 0, for the different
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Figure 6 - log K vs log O obtained from a titration of humic acid from a

peat with Pb(11) with determined from eq. 16 (-) (A)

[AI], (M) = 0.0 (0), 1x10 -5 0, 3x10-5 (•), 4x10 5 (q) 1.5x104 M.

aluminium concentrations, confirms the assumption
that the affinity of Pb(II) to humic matter is influenced
by an electrostatic interaction of aluminium(I11).

5. Complexation reactions with exudates

In order to illustrate this type of reactions, comple-
xation of lead with the exudates released by unicellular
algae Selenastrum capricornutum Printz in different
growth phases (exponential and beginning of stationary
phase) in the absence (control) and presence of
2.3x10 -7 M in Pb(II) (contaminated), has been studied.
[18]

So, titrations of the exudates (after filtration of the
algae) with Pb(II) have been followed by DPASV using
three types of working electrodes: HMDE, MFE and
NCMFE.

Before voltammetric measurements the exudates
have been characterized in terms of DOC, acid-base
properties and adsorption on the electrode. By potentio-
metry two types of pkH values have been determined,
one of them around 6 and the other around 10, so of the
same order of those determined for HM, being the total
concentration of sites CH = 2x10`1 M. In terms of adsorp-
tion it has been noticed by a.c. voltammetry (90° ongle
phase) that there is adsorption on the HMDE and MFE,
but not on NCMFE, since the capacitive curves are iden-
tical for the supporting electrolyte and the sample, as
we should expect attending to the fact this type of orga-
nics should present a negative charge in solution.

During the titration of the exudates with Pb(11)
followed by DPASV using NCMFE it is clear that the
current is smaller in the presence than in the absence
of the organics (as also happens for MFE and HMDE)
and presents a constant shift of potential during the
whole titration, ([Pb] t < 10-6 M). The experimental
results have been interpreted in terms of a mixture of
inert and labile complexes (both in deposition and
stripping steps). [18]

It has also been assumed that the diffusion coeffici-
ent of the labile complexes D ML is equal to D M , since
although with an excess of ligand (C H = 2x10-3 M) the
last part of the titration curve ([Pb] t > 1.5x10 - ' M) is
parallel to the calibration. On the other hand the
complexes should be homogeneous since w M = w M; L

5.1 Control samples

The total concentration of the inert fraction [L] t in

can be obtained from the interception of the straight
line through the last points with the axis of [M] l .

A conditional parameter for inert sites Kin has been
estimated from the first part of the titration curve where
these sites are not saturated

[ ^^in 

Ktn [Mlab[Llin

being [L'] il1 the inert complexing sites not bound to the
metal ion and [M] Iab the labile metal concentration
determined from i and the mass balances:

[M]t= [Milan + [ML]in (19)

[L] t in = [L']
in + [ML]in

 (20)

From these calculations the value of log K*, 11 =
7.4±0.2 has been calculated from all electrodes and no
difference was obtained between stationary and expo-
nential phases (table 2).

The apparent weaker complexation of inert sites
measured with HMDE and MFE reflected in the smaller
values of [L]'t' Kin compared with the results of NCMFE,
is due to the induced adsorption of lead on the two
former electrodes.

Considering the values AE I, = (-8±3)mV for expo-
nential phase and (-15±3)mV for stationary phase obtai-
ned with NCMFE and [L]lab = [L] I =C H = 210 -3M (since
[LPL" -10_8 M) we can determine log K lab - 2.7 and 3.0 for
the exponential and stationary phases respectively.

5.2 Contaminated samples. Comparison
with controls

For contaminated samples, labile lead concentra-
tion in the medium before titration [Pb] initia l can be deter-
mined from i I,. From the total concentration of Pb(II) in
solution before titration (60% of added lead) the concen-
tration of initial inert ligands has been estimated.

On the other hand the concentration of total avai-
lable inert sites, [L]', being occupied during the titra-

t ,
tion with Pb(II) can also be estimated and so the
concentration of total inert sites (table 2). From this
table it is clear that the total concentration of inert sites
in contaminated sample is -10 -7 M, higher than in
control although in this last medium there is a higher
number of cells.

(18)
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Table 2 - Complexing parameters determined for inert complexes

from ip for control and contaminated samples in the exponential (exp)

and stationary (st) phases

[L] n(10$M) log K,, log K'n, log Kn,

HMDE
Control

exp 2.5 7.2

st 3.0 7.3

Contaminated

exp 8 6.8

st 11 7.0

MFE

Control

exp 1.0 7.5

st 1.0 7.5

Contaminated

exp 7 7.2

st 10 7.2

NCMFE

Control

exp 4 7.6 7.9 14.9
st 4 7.5 8.0 15.1

Contaminated

exp 10 7.2 7.5 14.1

st 11 7.5 8.0 14.7

Comparing the values of K*in for control and conta-
minated samples we can see that this constant is of the
same order of magnitude, indicating that mainly the
same groups are involved.

From table 2 it can also be seen, for all electrodes,
a slightly higher complexing effect (Ka i [L] It') for the
beginning of stationary phase, when compared to expo-
nential phase. If inert complexes (with slower rates of
dissociation), are less toxic and attending to the fact
that the uptake of Pb(II) by algae between the exponen-
tial phase and beginning of stationary phase of batch
experiment is negligible, the above behaviour may be
attributed to a defense mechanism in presence of
Pb(ll). These results also show that adsorption does not
affect much i values contrarily to what was observed
for EP [18].

In terms of AE measured in the stripping step
when using NCMFE no difference has been observed
between control and contaminated samples and so the
labile complexes have similar stability constants.

From [Pb]' ° ' 6al measured by i and the ratio [Pb] lab /
[Pb] determ ine d from AE with NCMFE, we can
conclude that in alga's contaminated medium the
concentration of [Pb] 1ab/ [Pb] t = 72% and [Pb]/[Pb] t =
36% ([M] t = 1.4x10 -7 M) for the exponential phase, being
48% and 16% respectively for stationary phase.

Another conditional parameter K' ln at pH = 5.0 was
determined assuming that labile complexes are the
same for both steps, deposition and stripping, (due to
the same time scale of both steps) whose values can be
compared with complexation of HM with Pb(II):

[1\41-]in 
K'i

n [M][I,1in

Since pk" values are known steocheometric stabi-
lity constants have also been determined from the
values of NCMFE:

Í TVEd in 
in 

[M][L,lin
(20)

These results are important in terms of toxicity,
because free lead and the complexes that are able to
dissociate during the time scale of uptake by algae are
in general the most toxic species.

6. Comparison of complexation reactions
with humic matter and exudates

Comparing the types of lead complexes formed
with HM and exudates we can conclude that:

1) Exudates are homogeneous ligands of low mole-
cular weight, since DML = D M - 7. 10-6 cm 2 s 1 for labile
complexes. On the other hand humic matter is heteroge-
neous in terms of groups and their vicinities and has
higher molecular weight (depending of the type of
aggregation), since 2x10 -8 cm 2 s 1 < DMA < 5x10-' cm 2 5 1 ,
so much smaller values than D m .

2) Labile complexes of Pb(ll) with exudates are
less stable, with log K lan - 3, (contaminated and control
samples in exponential and stationary phases) than with
HM with 5 < log K < 7 for -4.0 < log 0 < -2.0 (conditional
stability constants at pH = 5.0).

3) Although lead complexes with humic matter are
generally labile (only eventually inert for O log < -4.0),
this cation forms well characterized inert complexes
with exudates released by unicellular algae Selenastrum
capricornutum Printz with log K' - 8.0 (K' is the conditi-
onal stability constant at pH = 5.0) for all the experimen-
tal conditions: control and contaminated medium, in
exponential and stationary phases (Table 2).

4) The exudates released by the above alga have
inert sites in a much smaller concentration than labile
sites.

5) The concentration of labile ligands released by
this unicellular alga is independent of the presence or
absence of Pb(II) and of the growing phase, but the
concentration of inert sites is higher in the contamina-
ted sample probably due to a defense mechanism.
However inert sites for control and contaminated
samples are of the same type, since stability constants
are of the same order of magnitude.

According to kinetic and thermodynamic parame-
ters and the time scale of DPASV the labile and inert
behaviour of the complexes, has been checked atten-
ding to the fact that the sites will be labile if diffusion

(19)
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flux « reaction flux and inert in the inverse situation.
So according to reference [43]:

1/2 -1/2	 -1
E	 (E +K')
d 	tiíz =On »  1 for labile complexes

1/2
K'(l+ K')

with E = DML/DM

_ IMLI
	_ k a

K [M I L ] kd

K' =k'akd- [ [M^]

where ka and kd are the rate constants of the direct and
inverse complexation reactions. The value k a = 7.5x109

M -1 s 1 was used considering that the slowest step in
complex formation is the dehydration of Pb(11).

7. Redox reactions

Our current understanding of the reductive and
oxidative transformation of organics in aquatic eco-
systems is very limited. Although the functional groups
that are susceptible to redox reactions in environmental
systems have been identified, we often do not yet have
the ability to predict accurate reactions [53]. This is due
primarily to the complexity of environmental systems,
which makes it very difficult to identify the electron
donors and acceptors in aquatic ecosystems. For exam-
ple, transition metals (particularly iron(II) or copper(1)
complexes) sulphides, humic matter and polyphenols
have been suggested as potential redutants. This is a
topic of great interest, because reductive transformati-
ons can result in the formation of reactive products that
may be more detrimental to aquatic ecosystems than
the parent compound. Furthermore organics may
undergo facile reductions in anoxic systems.

So organic matter in the environment can be invol-
ved in a complex network of acid-base, complexation,
precipitation, adsorption and redox reductions, being the
transition metal couples Fe(III)/Fe(II), Mn(IV)/ Mn(11)
and also Cu(ll)/Cu(1) of the major importance. Namely
Fe(III)/Fe(II) system is involved in catalytic oxidation of
hydroxocarboxylic acids, such as polyphenolic, gallic
and tanic acids (L) according to the reactions [44]:

Fe(II) + 1 Oz + L - Fe(lIl)L - slowest step
4

Fe(III)L -* Fe(II) + L(ox) - step accelerated by sunlight

which explains the presence of Fe(II) during the day in
oxic waters in the presence of humic type organics. In

this context it is important to distinguish between Fe(II)
and Fe(111) using fast analytical techniques, such as flow
injection (FIA) as can be seen for example in reference
[54] and in those summarized in this work.

7.1 Cu(II)/Cu(I) system

In this context we are going to present in more
detail a study about the types of amines that can stabi-
lize copper (I), so increasing the redox potential of the
couple Cu(II)/Cu(I) and favouring the oxidation of
other species, as for example organic matter, being
involved in the complex network of reactions in the
environment [12,45].

In this study voltammetric methods such as diffe-
rential pulse polarography (DPP), platinum rotative disc
electrode (RDE) and ASV have been used to reduce
electrochemically copper(II) in the presence of several
monoamines such as ethanolamine, 5-amino penthanol,
ethylamine, diethylamine and triethylamine, as well as
purine bases that constitutes the building blocks of DNA
and RNA: adenine, hydroxantine and xantine.

The reduction of Cu(II) on the mercury electrode
can occur in two ways [23]:

1. Direct reduction Cu(II) + 2e = Cu(0)
2. Reduction in two steps: Cu(II) + e = Cu(I)

Cu(I) + e = Cu(0)

The ability of the ionic medium to stabilize Cu(1)
by complex formation determines which of these path-
ways is to be preferred in a particular case.

However in complexation studies of copper(II)
with amines by voltammetric methods three main
problems must be taken into account: the adsorption on
the electrode (particularly mercury electrode) of the
amines and/or metal induced by them, the strong basi-
city of amines which may lead to the formation of
hydroxy complexes (and possibly to the precipitation of
copper(II) hydrolyzed products) and finally the oxida-
tion of mercury favoured by the increase of pH (e.g. at
pH -10 it occurs at E OV relatively to saturated calomel
electrode) that can hinder global or partial Cu(II) reduc-
tion.

In order to avoid adsorption as much as possible, a
large excess of amines comparatively to the metal ion
should be added to the medium and techniques such as
DPP and ASV with low detection limits have to be used.

7.1.1. Adsorption of amines

Before complexometric studies can be well inter-
preted it is important first of all to study adsorption of
the ligands using a.c. voltammetry. From this type of
measurements it has been noticed for purines that as
long as the concentration of these ligands remains low
(< 10-0 M) adsorption at both extremes of the capacitive
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curves is less important, especially at the specific poten-

tials where the curves of capacitive current versus

potential for different concentrations cross, both each

other and the curve for the supporting electrolyte; i.e.
for potentials close to -0.1 and -0.8 V. So ASV has been

used with a deposition potential Ed = -0.8 V.

For ethanolamine, 5-aminopenthanol, ethyldia-

mine, diethylamine and triethylamine there is no adsorp-

tion as long as the pH and the concentration of amine

remain low, the exact values for these variables depen-

ding on their nature, but corresponding to [L] 1 - 10-2 M-

103 M and pH -9. For each amine adsorption becomes

more important with increasing pH and/or its concentra-

tion, and among the amines it increases with the number

of substituent methyl groups. At the potential of zero

charge (Ep,,,) if we have an -OH substituent and the same

hydrocarbon chain (ethenolamine versus ethylamine)

adsorption is decreased and if the hydrocarbon chain is

longer adsorption becomes more important (aminopen-

thanol versus ethanolamine and ethylamine).

The behaviour described indicates that the ligands

are adsorbed as neutral species, hence are preferentially

adsorbed in the range of potential in which the charge

on the electrode is small [46]. As the potential becomes

more positive or negative, peaks of adsorption - desad-

sorption are observed and outside this range there is no

adsorption.

Finally it is important to point out that adsorption

studies on a mercury electrode with different charges is

important in environmental terms, because can simu-

late adsorption in different types of environmental parti-

cles, a mechanism of great importance in terms of auto-

depuration of ecosystems.

7.1.2 Copper Complexation with amines

Complexation studies can be done using voltam-

metric techniques, after choosing the best experimental

conditions to avoid adsorption and being aware that

adsorption-desosption peaks can be detected and

cannot be confused with faradaic peaks in DPP or

DPASV measurements.

For purine bases, in all cases stabilization of Cu(I)

occurred in ASV experiments performed in acetate

buffer and therefore electrooxidation of amalgamated

copper(0) must proceed in two separate steps [10]. In

most situations Hg oxidation overlaps the peak due to

the reaction Cu(1) = Cu(II) + e. Only at lower pH values

and for the lowest ligand concentration used, two peaks

were detected [45]. This behaviour has already been

observed for copper in the presence of adenine [47].

Evidence for the occurrence of a two-step mecha-

nism when only one oxidation peak is observed is given

by the variation of i p versus the scan rate of the stripping

step in the presence and absence of ligand, according

to Randles Sevcik equation [48].

In fact not only does the peak current increases

linearly with IF but the peak potential Ep also remains

constant over the entire range of v. Additionally EP Epf_,

(Ep/2 being the half peak potential) is close to 56 mV

within the experimental errors. So the redox process is

reversible with a change of one electron (n=1), diffu-

sion being the rate determining step. The good linear

relationship for i p versus 1ff (r > 0.99) in the presence

of the purines precludes a significant adsorption

effect.

In order to determine the formation constants of

copper(I) complexes with purines AEp = Epc-Eps has to

be determined. However E ps value due to the redox

reaction Cu(I) + e = Cu(0) in the absence of ligand is

not accessible experimentally, being necessary to

compute from the standard potentials E° (Cu(I)/Cu(0))

and E°(Cu(II)/Cu(0), the experimental Ep value for the

reaction Cu(II) + 2e = Cu(0) in the same supporting elec-

trolyte and using an estimation of the activity coeffici-

ents according to Davies equation [10].

Adsorption of purines is minimized, since there is

no adsorption at the deposition potential in ASV, and

fast scan rates as well as an acidic medium (pH -3.0-5.5)

are being used.

Good linear correlations of AE versus pH (slopes

of 591 mV) and for AE
I,

 log [HL] (slopes of 60±2

mV) were obtained for xanthine and hypoxanthine (see

Fig.7 as an example). Since the dominant species in the

bulk solution is H.,L the mechanism for the oxidation of

amalgamated copper Cu(Hg), in solutions containing

hypoxanthine or xanthine and in the pH ranges 3.0-5.3

can be expressed by:

Cu(Hg)+H,L=Cu(I) HL +H` +e

Accordingly formation constants determined

according to Lingane's method [23]:

Figure 7 — Copper + hypoxanthine: variation of peak potential, (A)Ep

with log (HL) for [M]t=1.09x10-7 Mat various pH values (n ) 3.25; (0)

3.27; (•) 4.24; (o) 4.24; (A) 5.23 0.10 M KNO. ; , t=20°C.
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E
P
 =- F

 x 2.30 (log KcuipHL+log[HL-])

from what Kcu(DHL, the global stoichiometric formation
constant, (defined as [Cu(1)HL]/[Cu(1)] [HL]) can be
determined.

For copper(I) adenine complexes it seems that for
pH 4.5-5.5 a mixture of two complexes exist Cu(I)HL+
and Cu(I)L. In the stripping step the following equilibria
may occur, since the dominant species in the bulk of
solution is HL:

Cu (Hg) + HL = Cu (I) HL+ + e

Cu (Hg) + HL = CU ( I)L + H+ + e

Calculation of the stoichiometric formation cons-
tants KCu(I)HL and Kcu(I)L can be achieved using an
extension of DeFord Hume's original formulation [49].

Fo = 1 + Ka,p)L [L] + Kcu p>HL [HL]

No literature values are available for comparison of
copper(1) complexes with adenine, hypoxanthine and
xanthine, probably due to the difficulty of preparation
of Cu(I) complexes, which is overcomed here by the
electrochemical synthesis of these complexes at the
electrode surface.

Since a good linear correlation is obtained
between pkH values corresponding to the dissociation of
the imidazole N-H group and the corresponding stabili-
ties of the 1:1 complexes, i.e. Cu(I)HL for xanthine and
hypoxanthine and Cu(1)L for adenine, the coordination
to copper(I) in these complexes occurs to the nitrogen
atoms N(9) of the imidazole ring and probably also to
the N(3) atom of pyrimidine ring.

The complex Cu(1)HL formed with adenine has a
smaller log KMHL in comparison with log K ML , at least
partly due to the repulsion of H+ in imidazole ring.

For copper(I) complexes with monoamines refer-
red before and for the experimental conditions used
[12] only one reduction peak has been obtained in DPP
once more, whose potential moves cathodically with
increasing ligand concentration. The peak obtained can
be due to Cu(II) -* Cu(0) or to Cu(I) -* Cu(0) reduc-
tion, the oxidation of mercury overlapping the reduc-
tion Cu(11) –+ Cu(1) in the last case.

In order to check the mechanism, voltammetry
with a platinum rotating disk electrode has been used,
since a more anodic potential range can be used, being
obtained from ethylamine, diethylamine and triethyla-
mine systems two copper waves, one corresponding to
the reduction Cu(II) - Cu(I) and the other to the reduc-
tion Cu(1) -* Cu(0). With the increase of ligand concen-
tration the first wave shifts anodically and the second
one cathodically, as should happen for the system
Cu(II) -* Cu(1) ---> Cu(0) if the complexes with Cu(1) are
more stable than with Cu(II).

In the case of 5-aminopenthanol and ethanolamine
only a reduction wave corresponding to the change of
two electrons has been detected, that moves cathodi-
caly with increasing ligand concentration.

Using EL values obtained by DPP and considering
the shift of peak potentials with increasing ligand
concentration according to Lingane's method [23]

AE
applied to this pulse technique because E	 EPP P q P = up -

(E112 is the half wave potential in d.c polarograph and
AE the pulse amplitude [50]) the type of complexes and
the respective formation constants have been calcula-
ted (table 3), assuming the reaction is reversible accor-
ding to half-width of the peak. So it has been concluded
that ethyl, diethyl and triethylamine stabilize copper(I),
but not ethanolamine and 5-aminopenthanol, due to the
higher dipole moment of the molecules. Copper(1)
forms ML2 species with ethylamine and ML complexes
with diethyl and triethylamine, probably due to stecheo-
metric reasons related with the size of the ligand mole-
cule.

Table 3 - Formation constants of Cu(1) - amine complexes obtained by

voltammetric methods

Ligand	 Complex	 log K

Hypoxanthine

Xanthine

Adenine

Adenine

Ethylamine

Diethylamine

Triethylamine

So the presence of monoamines without significant
polar groups or amines with special configuration may
stabilize copper(I) in productive natural waters, increa-
sing the redox potential of Cu(11)/Cu(I) couple and so
influencing other redox reactions, namely oxidizing
different types of dissolved organics groups.

8. Final conclusions

This work exemplifies how voltammetric methods
can be used to study chemical processes in natural
waters, namely complexation (in the bulk and at interfa-
ces) and redox reactions, trying to understand the role
of different types of organics (humic matter, organics
released by algae and amines) in ecological mecha-
nisms. In this context voltammetric methods are useful
because they can differentiate between labile and inert
species within the time-scale of the techniques and can
produce electrochemically less stable oxidation states
of an element, allowing the study of possible chemical
reactions in the environment such as with Cu(I).

Competition reactions of major Ca(II), AI(IIl) and
minor cations (Pb(II), Cd(II), Zn(II)) for humic matter

CuHL

CuHL

CuHL'

CuL

CuLz

CuL

CuL

14.8

13.2

11.6

167

10.5

6.6

_7
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(generally a very significant part of organics in natural
waters) have also been studied in a thermodynamic
point of view, giving an insight within the complex
nature of reactions that can happen in environmental
conditions.
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